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Similarly to the method presented in the previous
section, also the cluster splitting method proposed by
the authors of this paper was appreciated by the
ISO/IEC MPEG VC experts [Dzi20a] and is included
in the Test Model for MPEG Immersive video (TMIV)
[MPEG21].

5. EXPERIMENTAL RESULTS

Both techniques presented in this paper were tested
under the common test conditions for MPEG
Immersive video (MIV CTC) [MPEG22], on 16
miscellaneous test sequences, including both natural
content (NC) and computer-generated (CG) sequences
of different resolutions, the number of cameras, and
camera types (perspective and omnidirectional,
represented in equirectangular projection — ERP). Key
parameters of the test set are presented in Table 1.

Sequence name [Views| Type Resolution Source
Cadillac 15 | NC/Persp. 1920x1080 [Dor21a]
Carpark 9 | NC/Persp. 19201088 [Mie20b]

Chess 10 | CG/Omni 2048x2048 [Tlo19]
ChessPieces 10 | CG/Omni 2048x2048 [T020]
ClassroomVideo| 16 | CG/Omni 1920x1080 [Kro18]
Fan 15 | NC/Persp. 19201080 [Dor20a]
Fencing 10 | NC/Persp. 19201080 [Dom16]
Frog 13 | NC/Persp. 19201080 [Sal18]
Group 21 | NC/Persp. 19201080 [Dor20b]
Hall 9 | NC/Persp 1920x1088 [Mie20b]
Hijack 10 | CG/Omni 4096x2048 [Dorl8]
Kitchen 25 | CG/Persp. 19201080 [Boil8]
Mirror 15 | CG/Persp. 19201080 [Dor21b]
Museum 24 | CG/Omni 2048x2048 [Dorl18]
Painter 16 | NC/Persp 2048%1088 [Doy18]
Street 9 | NC/Persp 1920%1088 [Mie20b]

Table 1. Test sequences used in experiments.

To present a variety of content within the test set, Figs.
15 and 16 contain a single frame from each sequence.

= A N ARG -

Figure 15. Natural sequences. Left column:
Carpark, Street, Frog; right column: Hall,
Fencing, Painter.
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Figure 16. Computer-generated sequences. Left
column: Group, Cadillac, Mirror, Kitchen, Fan,
and ClassroomVideo; right column: Chess,
Museum, ChessPieces, and Hijack.

Table 2 shows the gain of the proposed patch
occupation modification method presented as bitrate
reduction (compared to an atlas with fully occupied
patches), separately for texture atlases, depth atlases,
and total reduction for all video bitstreams.

As presented, the proposed method allows to
significantly decrease the total bitrate needed for the
representation of encoded video bitstreams, especially
for higher bitrates (25 Mbps, on average). For low
bitrates, the reduction is lower but noticeable.

Different efficiency between low and high bitrate was
expected, as for higher bitrates, the encoder tries to
encode all the high-frequency details of the video (and
fully occupied patches have much more details than
plain grey area), while for lower bitrates the details are
destroyed (so the number of bits needed for encoding
of grey area and highly compressed texture and depth
is more similar).

Differences between various sequences, which can be
spotted for low bitrates are caused by the sequence
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characteristics. For example, texture of the Fan
sequence is very detailed and has many areas with
high frequencies which are very hard to be encoded at
low bitrates. Therefore, when these areas are greyed
out, the encoding is more efficient. On the other hand,
for less-detailed sequences (e.g., ChessPieces)
proposed technique increases a number of high
frequencies (by adding edges between occupied and
non-occupied regions), decreasing the efficiency of
the VVC at higher QPs.

Bitrate reduction (patch occupation modification
Test sequence vs. fully occupied patches)
High bitrate (~25 Mbps) | Low bitrate (~7 Mbps)
Texture| Depth All |Texture| Depth All

Carpark 5.0% 5.0% 5.1% 0.9% 3.8%| 3.0%
Fencing 4.6% 3.5% 4.3% -6.1%| -1.3%| -2.6%
Frog 26.4%| 14.1%| 22.2%| 24.2% 9.5%| 17.4%
Hall 4.7% 9.5%| 8.5%| -8.2% 7.1%) 5.1%
Painter 10.5% 9.6%| 10.1% 5.6% 5.6%| 5.6%
Street 7.0% 8.4%) 7.4% 6.0% 8.1%| 7.0%
NC: Average 9.7% 8.3% 9.6% 3.7% 5.5% 5.9%
Cadillac 6.5% 4.8%) 6.3%| -7.0%| -15.6%| -13.1%
Fan 25.0%| 35.6%| 32.5%| 17.5%| 34.2%| 32.1%
Group 7.6% 3.3% 6.8%| -4.0%| -1.9%| -2.4%
Kitchen 14.6%| 12.8%| 14.3% 8.4% 9.0%| 8.7%
Mirror -2.1% 1.8%| -0.6%| -6.2% 0.1%| -1.7%
CG-P: Average 10.3%| 11.7%| 11.9% 1.7%| 5.2%| 4.7%
Chess 14.8% 43%| 12.7% 2.8%| -6.5% -1.0%
ChessPieces 9.6%| -2.5% 6.4%| -6.8%| -19.3%| -13.3%
ClassroomVideo | 15.3%| 10.7%| 14.4% 1.4% 3.4%| 2.6%
Hijack 32.3% 9.9%| 27.6%| 19.8% 6.8%| 12.9%
Museum 20.3% 7.5%| 18.0%| 10.5%| -0.3% 5.3%
CG-O: Average 18.5%| 6.0%| 15.8% 5.5%| -3.2% 1.3%
All: Average 12.6%| 8.6%| 12.3% 3.7%| 2.7%| 4.1%

Table 2. Bitrate reduction caused by the proposed
patch occupation modification method; NC:
natural content, CG-O: computer-generated
omnidirectional video, CG-P: computer-generated
perspective video.

In Table 3, the influence of the second proposed
method — cluster splitting — is presented. The cluster
splitting purpose is to decrease the pixelrate of the
immersive video. However, in the MIV CTC
[MPEG22], the pixelrates are explicitly set to the limit
defined for HEVC Level 5.2: 1,069,547,520 luma
samples.

Therefore, to be compliant with the MIV CTC, we did
not change the atlas size (thus pixelrate), but we have
calculated the total area occupied by patches. This
approach allows to estimate the possible pixelrate
reduction without modifying the CTC.

As presented in Table 3, proposed cluster splitting
allows to significantly reduce the total occupied area
of the second atlas. The first atlas is practically
unchanged, as it contains mostly the base views.
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Occupied area in second atlas
Test sequence No ¢.:Iu.ster Cluster splitting Difference
splitting

Carpark 25.41% 25.62% 0.21%
Fencing 47.54% 42.61% -4.94%
Frog 15.63% 11.98% -3.65%
Hall 43.62% 41.66% -1.97%
Painter 20.98% 21.23% 0.25%
Street 8.99% 5.89% -3.10%
NC: Average 27.03% 24.83% -2.20%
Cadillac 96.47% 94.75% -1.72%
Fan 43.13% 38.65% -4.49%
Group 89.38% 79.44% -9.95%
Kitchen 39.87% 40.32% 0.45%
Mirror 92.60% 79.97% -12.63%
CG-P: Average 72.29% 66.63% -5.67%
Chess 97.70% 85.10% -12.60%
ChessPieces 98.66% 84.81% -13.85%
ClassroomVideo 21.62% 21.82% 0.20%
Hijack 93.27% 79.43% -13.84%
Museum 69.12% 40.26% - 28.86%
CG-0: Average 76.07% 62.28% -13.79%
All: Average 56.50% 49.60% -6.91%

Table 3. Area occupied by patches in the second
atlas with and without the proposed cluster
splitting method.

The possible pixelrate for both approaches can be
calculated as follows:

pix
p [T] =(1+0)-W,-H, FPS-125

where: O is the occupied area percentage presented in
Table 3, W, and H, are atlas width and height (defined
in the MIV CTC [MPEG22]), FPS is the frame rate of
the sequence (25 for Carpark, Fencing, Hall, and
Street; 30 for other sequences). Multiplier 1.25 allows
to include both texture and geometry atlas (1 for
texture with full resolution and 0.25 for depth atlas,
decimated by 2 in both directions [MPEG21]).

Figs. 17 and 18 present the influence of both proposed
methods, in terms of both bitrate and pixelrate.
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Figure 17. Bitrate vs. pixelrate for natural content;
black dot: without proposed methods, color dot:
with proposed modifications.
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Figure 18. Bitrate vs. pixelrate for computer-
generated sequences; black dot: without proposed
methods, color dot: with proposed modifications.

As presented, the combination of patch occupation
modification and cluster splitting allows to
significantly — decrease bitrate and pixelrate,
irrespectively to the type of content.

Moreover, both proposed methods do not affect the
rendering quality, as they do not modify the non-
pruned pixels, which are used for rendering the virtual
view watched by user of the immersive video system.

Regarding the computational time, video encoding
(i.e., VVC) is much faster than without proposed
techniques, while time needed for MIV encoding (i.e.,
atlas creation) is not influenced (Table 4).

MIV encoding time change VVC encoding time change
Test sequence
A B C A B C
Carpark 101.63%| 113.66%| 118.18%| 93.16%| 96.77%| 84.80%
Fencing 90.76%| 131.41%| 99.88%| 96.77%| 95.49%| 101.99%
Frog 111.34%| 98.40%| 116.30%| 77.28%| 106.93%| 74.89%
Hall 86.38%| 86.51%| 88.32%| 87.95%| 98.06%| 83.99%
Painter 116.85%| 101.57%| 107.15%| 97.84%| 91.31%| 83.03%
Street 149.52%| 101.37%| 101.24%| 92.34%| 96.48%| 84.43%
NC: Average 109.41%| 105.49%| 105.18%| 90.89%| 97.51%| 85.52%
Cadillac 75.70%| 75.40%| 67.69%| 84.10%| 93.91%| 85.65%
Fan 93.26%| 139.61%| 104.55%( 74.90%| 92.97%| 76.62%
Group 98.46%| 100.46%| 105.20%| 93.31%| 90.58%| 90.49%
Kitchen 99.52%| 97.69%| 117.75%| 83.96%| 97.52%| 92.46%
Mirror 112.80%| 113.05%| 114.48%| 111.43%| 99.21%| 97.06%
CG-P: Average 95.95%| 105.24%| 101.93%| 89.54%| 94.84%| 88.46%
Chess 90.07%| 86.19%| 91.43%| 96.11%| 89.98%| 90.54%
ChessPieces 97.00%| 115.62%| 102.29%| 97.91%| 92.34%| 93.50%
ClassroomVideo | 95.72%| 104.38%| 89.26%| 80.23%| 110.26%| 89.30%
Hijack 85.47%| 97.65%| 94.85%| 79.31%| 90.07%| 62.65%
Museum 100.37%| 84.47%| 101.29%| 82.41%| 89.66%| 72.81%
CG-0: Average 93.73%| 97.66%| 95.82%| 87.19%| 94.46%| 81.76%
All: Average 100.30%| 102.96%| 101.24%| 89.31%| 95.72%| 85.26%

Table 4. Encoding time change (compared to the
approach without proposed techniques); A: patch
occupation modification, B: cluster splitting, C:
both proposed techniques enabled.
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6. CONCLUSIONS

The paper presents two techniques which allow to
reduce the spatiotemporal redundancy of video within
the MPEG Immersive video (MIV) encoder.

The first method is the patch occupation modification,
which decreases the total bitrate of the immersive
video encoded by MIV by decreasing the number of
occupied pixels within texture and depth atlases.

The second method — cluster splitting allows to split
large irregular clusters in order to decrease the total
area of patches thus the pixelrate of the video.

Both ideas proposed by the authors of this paper were
evaluated by experts of the ISO/IEC JTC1/SC29/WG
11 MPEG and are included in the Test Model for
MPEG Immersive video (TMIV), which is the
reference software implementation of the MIV.
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