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IV-PSNR: Software for immersive video objective quality evaluation 
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A R T I C L E  I N F O   

Keywords: 
Image quality assessment 
Video quality assessment 
Immersive video 

A B S T R A C T   

In this article, we present the IV-PSNR software, which allows for objective quality assessment of immersive 
video. The software outputs the IV-PSNR metric calculated for a pair of raw video files. The IV-PSNR metric is 
designed to mimic the subjective perception of the quality of rendered virtual views, which are characterized by 
artifacts induced by reprojection of pixels between different views. Since 2019, the IV-PSNR software is a 
reference software for immersive video quality assessment of the ISO/IEC MPEG VC standardization group and is 
commonly used both in standardization activities towards the development of the ISO/IEC 23090–12: MPEG 
immersive video (MIV) standard and scientific research on immersive video.   
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C4 Legal code license BSD-3-Clause 
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git 
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C++

C7 Compilation requirements, 
operating environments and 
dependencies 

CMake 3.15 or newer, C++17 conformant 
compiler (e.g., GCC 8.0 or newer, clang 5.0 or 
newer, MSVC 19.15 or newer), fmtlib 
(https://github.com/fmtlib/fmt) – 
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C8 If available, link to 
developer documentation/ 
manual 

https://github. 
com/jstankowski/ivpsnr#readme 

C9 Support email for questions jakub.stankowski@put.poznan.pl   

1. Motivation and significance 

The key idea of the immersive video system is to allow a user to freely 
navigate within the scene [1] captured by a multicamera system 

equipped with perspective or omnidirectional cameras (Fig. 1). The 
possibility of free navigation is provided by using the information from 
input views, corresponding depth maps, and camera parameters [2] for 
rendering (synthesis) of virtual views (viewports) [3]. 

Although immersive video is an extension of traditional, two- 
dimensional video, its crucial requirement is the same – to provide 
possibly highest quality of experience, being focused on maximizing the 
quality subjectively perceived by the users. Unfortunately, conducting a 
proper subjective test is a tedious and time-consuming process, which 
makes it highly impractical. Therefore, an obvious solution is to assess 
the quality objectively. 

The objective quality evaluation research field is one of the widest 
among image and video processing. Therefore, in many cases (such as 
two-dimensional video), state-of-the-art metrics successfully mimic the 
subjective perception of video. However, the principle of immersive 
video – reprojection of information captured by multiple cameras – 
makes it an exception, where typical objective quality metrics fail. 
Considering characteristics of artifacts typical for immersive video, we 
have developed the IV-PSNR metric [4], implemented in the software 
described in this article. 

IV-PSNR is a PSNR-based metric, which includes two major modifi-
cations, that adapt it to typical artifacts of immersive video [4]: slight 
shift of pixels (caused by imperfect reprojection) and minor change of 
global illumination of video (caused by different color characteristics of 
different cameras). These artifacts significantly degrade objective 
quality while being unnoticeable to a viewer (Fig. 2). 

As presented in the first row of Fig. 2, a slight shift of reprojected 
pixels is unnoticeable for a viewer but decreases the PSNR value 

* Corresponding author. 
E-mail address: adrian.dziembowski@put.poznan.pl (A. Dziembowski).  

Contents lists available at ScienceDirect 

SoftwareX 

journal homepage: www.elsevier.com/locate/softx 

https://doi.org/10.1016/j.softx.2023.101592 
Received 18 September 2023; Received in revised form 26 October 2023; Accepted 15 November 2023   

https://github.com/fmtlib/fmt
https://github.com/jstankowski/ivpsnr#readme
https://github.com/jstankowski/ivpsnr#readme
mailto:adrian.dziembowski@put.poznan.pl
www.sciencedirect.com/science/journal/23527110
https://www.elsevier.com/locate/softx
https://doi.org/10.1016/j.softx.2023.101592
https://doi.org/10.1016/j.softx.2023.101592
https://doi.org/10.1016/j.softx.2023.101592
http://crossmark.crossref.org/dialog/?doi=10.1016/j.softx.2023.101592&domain=pdf
http://creativecommons.org/licenses/by/4.0/


SoftwareX 24 (2023) 101592

2

significantly (the PSNR of the luma component smaller by more than 2 
dB). On the other hand, the value of IV-PSNR does not change, being in 
line with the subjective perception of the quality. Moreover, the second 
row of Fig. 2 shows that the IV-PSNR metric is insensitive to slight 
change of the global illumination of the scene which is barely percep-
tible to a viewer. 

The high correlation between the IV-PSNR metric and subjective 
quality was appreciated by the Experts of the ISO/IEC JTC1/SC29/ 
WG11 MPEG standardization group, and the IV-PSNR software has been 
used for immersive video quality evaluation since 2019 when it became 
the ISO/IEC MPEG reference software for quality assessment of 
immersive video [5]. As the reference software, it allowed for reducing 
the necessity of performing tedious subjective tests for evaluation of new 
coding techniques proposed to be included in the ISO/IEC 23090–12: 
MPEG immersive video (MIV) standard [6]. Therefore, it can be stated 
that the IV-PSNR software contributed to the development of the MIV 
standard. 

Outside of the MPEG and development of the MIV [7,8], the IV-PSNR 
software is commonly used in research regarding various aspects of 
immersive video processing (e.g., [9–12]) and other research fields (i.e., 
lightfield video [13] or even medicine [14]).IV-PSNR is a full-reference 
objective quality metric, therefore the input of the IV-PSNR software 
comprises two raw video files (in YUV format): reference and tested 
video. In contrast to several state-of-the-art objective quality metrics 
designed for multiview video [15–17], IV-PSNR is designed to assess the 
quality of the rendered viewports, thus it does not require access to input 
views and depth maps. 

Besides two video files, the software requires several input parame-
ters, such as video resolution, bit depth, chroma subsampling format, 
etc. The list of input parameters, as well as examples of how to use the 
software, are included in the manual, and available at the repository. 

The IV-PSNR software outputs three objective quality metrics: IV- 
PSNR, PSNR, and WS-PSNR [18]. All the output values are averaged 
over all frames being assessed. Both the PSNR and WS-PSNR values are 

Fig. 1. The idea of immersive video.  

Fig. 2. Typical artifacts in immersive video and objective quality measured by PSNR and IV-PSNR: slight pixel shift (top) and change of illumination (bottom). 
Examples from [4]. 
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provided separately for each color component (Y, CB, and CR). The value 
of the IV-PSNR combines the quality of all color components [4]. 

2. Software description 

The IV-PSNR software was developed as free and open-source soft-
ware available under the 3-clause BSD license. The software was written 
in portable C++ language (to be precise, modern C++17 revision). 

2.1. Software architecture 

The IV-PSNR implementation is divided into a set of underlying li-
braries and a console application. This organization makes it suitable for 
use as both a standalone tool and inclusion in other software projects. 

As the IV-PSNR software can be considered a “measurement tool”, 
the authors pay significant attention to developing a tool that is easy to 
use, fast, reliable, and generates reproducible results. Therefore, the IV- 
PSNR tool is a console application designed following the “Unix phi-
losophy” – “do one thing and do it well”. The application takes its input 
arguments from the commandline and/or configuration file (see 
README.MD in the code repository). 

The high performance and short computation time were achieved by 
solicitous optimization at every possible level. At the most general level, 
the calculation of the IV-PSNR metric is algorithmically optimized to 
avoid unnecessary operations and improve data reuse. All computation- 
heavy operations are parallelized to exploit the performance of modern 
multi-core CPUs. Moreover, the authors decided to develop and use their 
own implementation of a thread pool. The reason for using dedicated 
thread pool implementation is the significant overhead of a simpler, 
commonly used OpenMP-based approach. At the lowest level, all critical 
functions were implemented using instructions operating on vectors of 
data. The x86–64 SIMD instructions from SSE4.1, AVX2, and AVX512 
instruction sets were used [19]. 

The numerical stability, accuracy, and repeatability of results were 
achieved by avoiding (or at least reducing) any errors related to floating- 
point computations while preserving high performance and low 
computational complexity. In a significant part of computations, the 
rounding and accumulation errors were effectively eliminated by per-
forming calculations in the integer numbers domain. For example, the 
IV-PSNR metric calculation is purely integer up to row-level accumu-
lated distortion. At higher levels (picture and sequence), all floating- 
point values are stored in dedicated buffers and the Kahan-Babuška- 
Neumaier Summation (KBNS, [20]) algorithm is used to mitigate 
floating point related errors. 

The IV-PSNR application uses a CMake-based build system. The build 
system is designed to create the fastest possible binary by using inter-
procedural optimization and exploiting processor instruction set exten-
sions. On x86–64 compatible microarchitectures, the build system can 
create four versions of compiled code, each optimized for one predefined 
x86–64 Microarchitecture Feature Levels (x86–64, x86–64-v2, x86–64- 
v3, x86–64-v4) [21]. The final binary consists of these four optimized 
variants and a runtime dynamic dispatcher. The dispatcher uses CPUID 

[22] instruction to detect available instruction set extensions and select 
the fastest possible code path. 

The metric calculation is processed in several stages illustrated in 
Fig. 3. The first stage is the reading of the picture (or sequence) data 
from the source YUV file. The read picture is then preprocessed. The 
preprocessing includes:  

• Conversion of input data chroma format (4:2:0 or 4:2:2) to common 
format 4:4:4 (if necessary) to achieve size parity of each input 
component.  

• Pixel values validation – the software scans the content of the YUV 
file in order to evaluate if any pixel values exceed the range 
[0, 2BitDepth − 1] since may lead to unreliable metric values.  

• Padding loaded image with margins to avoid irregularities during 
searching of the most similar pixel. 

The main stage is the calculation of metrics for each picture. The 
main goal of the described application is to calculate the IV-PSNR 
metric. However, the computational complexity of PSNR and WS- 
PSNR was measured as negligible thus these metrics are also calcu-
lated. The computation of IV-PSNR begins with the calculation of the 
Global Component Difference [4]. Later, the IV − MSER→T

c  and IV −

MSET→R
c (mean square error adapted for immersive video characteristics, 

cf. [4]) values for component c are calculated – from reference (R) to 
tested (T) picture and from tested picture to the reference one. Finally, 
IV − MSER→T

c and IV − MSET→R
c are converted to IV − PSNRR→T

c and IV −

PSNRT→R
c , respectively. These per-component values are combined with 

weights 4.0, 1.0, and 1.0 for Y, CB, and CR, respectively. The IV-PSNR 
value of the picture is then calculated as a minimum of IV −

PSNRR→T
YCbCr and IV − PSNRT→R

YCbCr. 
The last stage is the calculation of sequence statistics. The per-frame 

IV-PSNR values (stored in a dedicated buffer) are averaged, once again 
using KBNS to mitigate floating inaccuracies at this stage. Optionally, 
statistics related to the average computation time of each operation are 
generated. 

2.2. Software functionalities 

The IV-PSNR software is intended to operate on YUV files as input 
data format. The “YUV” file is a simple lossless raw format, commonly 
used in research on video compression. This format is used to store video 
sequences (or pictures) in YCbCr color space with various chroma for-
mats (4:4:4, 4:2:2, or 4:2:0) and a wide range of bit depths. 

The software was written in a way to accept all commonly used 
chroma formats (4:4:4, 4:2:2, or 4:2:0), bit depths in the range of 8–14 
for input data, and 8–16 for masks. The user is able to choose the starting 
frame for each input sequence separately and set the number of 
consecutive frames to be processed. Moreover, the software pre-
calculates the total number of frames in both compared sequences in 
order to avoid end-of-file access when a user selects frames which do not 
exist. As mentioned in Section 2.1, the input data are validated to avoid 
calculating unreliable metric values. 

Fig. 3. General scheme of the IV-PSNR software.  
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The software includes support for omnidirectional video stored in 
equirectangular representation. In the case of video being only part of a 
sphere (e.g., a hemisphere), the user can provide the lateral and longi-
tudinal ranges. 

Since version 4.0, IV-PSNR software is capable to assess the quality 
not only for the entire frame but also only for selected parts of the image, 
e.g., a chosen region of interest or a single object. Such a capability al-
lows for the use of this software also in augmented reality (AR) as well as 
in virtual reality (VR) systems and scenarios. 

The default setup uses an internal thread pool set to use all available 
threads. However, the user can manually set the number of worker 
threads or even completely disable the use of a thread pool. 

All necessary input parameters can be passed by commandline ar-
guments or/and configuration files. It is possible to use multiple 
configuration files. In such a case, values from the later (in commandline 
order) configuration files overwrite values from earlier ones. 

3. Illustrative examples 

In this section, the authors have presented two examples showing 
typical usage of the IV-PSNR software. Both examples, including input 
video files and the experiment pipeline, are available at the repository, 
in the ‘example’ directory. In order to avoid excessive growth of the 
repository size, only the first frame from each sequence was provided. 

3.1. Full frame quality assessment 

The first example presents a typical application of the IV-PSNR 
software – quality assessment of the synthesized (rendered) virtual 
view. As mentioned in Section 1, the synthesized video contains a spe-
cific type of distortion – slight changes in the position of the objects. 
Such a change is almost unnoticeable for the viewer (cf. Fig. 4A and 4B), 
nonetheless significantly influences the PSNR values. For comparison, 
two distorted images were shown in Fig. 4: Fig. 4B with synthesis arti-
facts and Fig. 4C with errors caused by strong compression. The values of 
the PSNR metric are very similar for both examples, however, one can 
notice that Fig. 4C contains severe block artifacts and can be considered 
significantly more distorted. When the IV-PSNR metric is considered, the 
quality of the view presented in Fig. 4B was measured as ~44 dB which 
is significantly higher than ~39 dB for the compressed picture. This 
difference matches the subjective quality perceived by viewers. 

3.2. Masked mode – single object quality assessment 

In the case of augmented reality (AR) and virtual reality (VR) sce-
narios, it is often necessary to measure the quality of a specific object or 
selected part of a picture. To meet such AR and VR requirements, the IV- 
PSNR tool contains a masked mode. In this mode, a user can provide a 
mask video (Fig. 4D) which restricts metric calculation to selected re-
gions (Fig. 4E). All the remaining areas of the views (green area in 
Fig. 4E) are not involved in the quality assessment. 

Fig. 4. Fragments of a single view (v8), Fencing sequence. A: reference view, B: view v8 synthesized using views v7 and v9, C: reference view heavily compressed 
with JPEG, D: binary mask (used in masked mode), E: masked view (green area excluded from quality assessment in masked mode). 
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4. Impact 

The IV-PSNR software is designed for efficient and reliable objective 
video quality assessment in immersive media applications, including 
virtual, mixed, and augmented reality systems. It was developed during 
works on the ISO/IEC 23090–12 MPEG immersive video (MIV) standard 
[6], which exposed weaknesses of existing objective quality metrics in 
immersive video applications. As it was proven in [4], the IV-PSNR 
metric mimics the subjective quality of immersive video perceived by 
a human visual system much better than other state-of-the-art objective 
quality metrics. 

A good correlation between the IV-PSNR metric and MOS (mean 
opinion score) resulted in appreciation by the experts of the ISO/IEC 
JTC1/SC 29/WG 04 MPEG Video Coding (VC) standardization group. 
The first version of the IV-PSNR software became the ISO/IEC MPEG VC 
reference software [5], and the IV-PSNR metric is included in the 
Common test conditions for MPEG immersive video (MIV CTC, [23]). 

As a part of the MIV CTC, the IV-PSNR software simplified the pro-
cess of quality evaluation of new techniques proposed for the MIV [7,8], 
which reached the status of the international standard in August 2023 

[6]. 
The IV-PSNR software is being used in various immersive video ap-

plications, both within and outside the ISO/IEC MPEG VC standardiza-
tion activities. It was used for objective quality evaluation in over 250 
MPEG documents (since October 2019). Moreover, the IV-PSNR metric 
(thus also the IV-PSNR software) was used in ~40 research publications 
regarding immersive video processing (the total number of references to 
[4] and [5], according to Google Scholar). 

Fig. 5 presents a comparison of the IV-PSNR metric with eight state- 
of-the-art objective quality metrics: PSNRY, VMAF [24], FSIM [25], 
VIF-P [26], SSIM [27], MS-SSIM [28], and two metrics designed for 
immersive video – MP-PSNR [29] and MW-PSNR [30]. The comparison 
is performed in terms of two commonly used correlation coefficients: 
PLCC (Pearson linear correlation coefficient) and SROCC (Spearman 
rank-order correlation coefficients, [31]). A more detailed comparison 
(including 30 quality metrics and 4 databases) was presented in [4]. 

Detailed descriptions of both experiments can be found in Sections 
VII and IX of [4], respectively. 

Fig. 5A presents the results obtained for the typical immersive video 
system scenario, in which various algorithms of video processing and 

Fig. 5. SROCC and PLCC values for considered metrics in two applications: A: immersive video, B: non-immersive video.  

Fig. 6. SROCC and computational time (time required for quality assessment of a single frame of 4 K × 4 K sequence) for considered metrics; immersive video 
application. 
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encoding were evaluated. As presented, when used for immersive video 
applications, the IV-PSNR metric clearly outperforms state-of-the-art 
objective quality metrics (including other metrics designed for assess-
ment of immersive video, such as MP-PSNR [29] and MW-PSNR [30]). 

Fig. 5B contains the results of the evaluation on the TID2013 data-
base [32], which includes static images distorted in numerous ways. 
This experiment has shown that the IV-PSNR metric could be effectively 
used also in non-immersive applications (in contrast to other metrics 
adapted specifically to immersive video, i.e., MP-PSNR [29] and 
MW-PSNR [30]). 

The IV-PSNR software is optimized in terms of computational time 
required for quality assessment, and its multi-thread implementation is 
significantly faster than other tested state-of-the-art metrics (except for 
trivial PSNRY metric, Fig. 6). Such an advantage enables the possibility 
of using this software in real-time immersive video systems, e.g., 
providing feedback for rate control algorithms. 

Regarding the facts of high correlation with MOS (subjective quality) 
and very short computational time, the IV-PSNR software allows the 
researchers working on immersive video to assess the performance of 
their video processing techniques properly and instantly. Therefore, 
conducting research and developing new algorithms dedicated to 
immersive video became much easier and more accessible. 

5. Conclusions 

In this work, we proposed the IV-PSNR software, which allows to 
reliably assess the immersive video quality by measuring the quality of 
rendered virtual views. The software measures the similarity between 
two raw video files and outputs the value of the IV-PSNR metric, which 
properly handles artifacts typical to immersive video, such as pixel 
reprojection inaccuracy and inconsistent color characteristics of 
different cameras [4]. 

The IV-PSNR software is an ISO/IEC MPEG VC standardization 
group’s reference software for immersive video quality assessment [5]. 
As reference software, IV-PSNR was used for the evaluation of new 
coding techniques proposed to be included in the new ISO/IEC 
23090–12: MPEG immersive video standard [6]. Moreover, IV-PSNR is 
commonly used in research on various aspects of immersive video, 
significantly simplifying the quality evaluation step thus allowing for 
faster development of new algorithms for immersive video processing. 
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