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Abstract— The paper describes a scalable extension of the 

AVC/H.264 coder. The proposed coder combines spatial and 

temporal scalability with FGS (Fine Granularity Scalability). The 

solution proposed introduces minor modifications of the 

bitstream semantics and syntax. Decimation and interpolation 

are the only functions that correspond to codec building blocks 

that are not present in the existing structure of the AVC codec. 

The coder consists of two independently motion-compensated 

sub-coders that encode a video sequence and produce two 

bitstreams corresponding to two different levels of spatial and 

temporal resolution. The system employs adaptive interpolation 

as well as luminance-assisted interpolation of chrominance. The 

functionality of FGS is related to some drift in the enhancement 

layer. This drift can be limited by excluding temporal prediction 

in some enhancement layer frames. 

Keywords: hybrid video codecs; spatio-temporal 

scalability;AVC 

I.  INTRODUCTION 

MPEG-4 standard itself contains various encoding 
methods, called "subsets" or "layers", and the H.264 [1] is a 
latest standardized layer in the MPEG-4. Similar to former 
video standards H.264 is also based on the hybrid coding 
structure. The characteristic features of AVC/H.264 coder are: 

 The encoder uses block-based 4×4 and 2×2 integer 
transforms; In contrary to existing encoders such as 
H.263,  

 MPEG-4, it has very flexible size of rectangular blocks for 
motion-compensated prediction;  

 It uses multi-frame memory in motion-compensated 
prediction.  

 The coding performance is much better then standard 
encoders’, such as H.263, MPEG-2. 

The current version of AVC encoder does not support 
scalability. Due to the fact that such functionality is very 
important nowadays, it is vital to include it into this new 
advanced codec.  

The paper describes a scalable extension of the AVC 
encoder. The technique provides a combination of spatial, 
temporal and FGS scalability. The authors’ objective was to 
introduce only minor modifications to the AVC bitstream as 
well as to the codec structure. Another authors’ objective was 
to design codec with possibly low computational cost being not 
essentially higher than that of simulcast coder pair, i.e. two 
independent AVC coders for two resolutions.  

In the context of H.26L (the earlier version of the AVC 
coder), similar approach was already exploited as described in 
[2]. Nevertheless the approach from [2] has employed a 
different coder structure with common motion estimation 
which resulted in worse motion compensation. In the 
references [14-20], described are also other solutions based on 
modified hybrid video codecs with motion-compensated 
prediction and block-based transforms. These solutions usually 
adopt deeper changes of the codec structures. Even more 
dramatic change of coding technology is related to wavelet-
based video codecs that exhibit flexible scalability. Recently,  
3D wavelet video coders with motion-compensated filter banks 
[6-13,21] have gained a lot of attention  Nevertheless, their 
application would need substantial change of coding 
technology. 

II. CODER STRUCTURE 

The paper describes an additional feature in the AVC 
(H.264 encoder), which is spatio-temporal scalability with fine 
granularity scalability. It provides a possibility to produce one 
bitstream which represents an encoded sequence with two 
different spatial and temporal resolutions at the same time. The 
very important thing is that produced bitstream is smaller then 
sum of two separately encoded sequences. 

The bitstream at the output of the scalable encoder consists 
of two layers. One is a base layer that is decimated in time and 
in space. This layer is fully compatible with standard H.264 
bitstream syntax, so this layer can be decoded by any standard 
AVC decoder. This feature of scalable encoder bitstream 
syntax is very important, because new functionality such as 
scalability should not influence on behavior of decoders that do 
not recognize additional data in a bitstream. The second layer 
in bitstream is an enhancement layer. It consists of data which 
are needed to decode a full-quality video sequence. In order to 
decode the enhancement layer video sequence, the decoded 
base layer sequence is also needed. 

In fact, our encoder consists of two motion-compensated 
sub-coders (Fig. 1). Each of the sub-coders has its own 
prediction loop with independent motion estimation and 
compensation. Data partitioning is used in order to obtain the 
FGS functionality. Further detailed considerations and 
experiments deal with data partitioning in the high-resolution 
enhancement layer only. For the horizontal, vertical and 
temporal subsampling factors of 2, the range of bitrate 



matching due to FGS extends mostly from about 30% to 100% 
of the total bitrate for a scalable coder. 

Each encoder produces one layer of a bitstream. The 
structure of video sequence in such a bitstream may take 
different schemas. An exemplary one is shown at the Fig. 2. 
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Figure 1.  The structure of the encoder (temporal subsampling is not included 

in this figure). VLC – variable-length coder. mv_l and mv_h denote motion 

vectors from the low-resolution and the high-resolution layer, respectively. 

Encoder of base layer is not modified H.264 encoder, but as 
an input it takes a sequence decimated in time and in space. For 
this purpose 12th order zero-phase filters with flat passband 
attenuation characteristics and passband cutoff frequency of 
about 0.4 of the Nyquist frequency has been used: 

 

 

h(n) = [ 0.038546219, 0.016179909, -0.057469217,  -0.070531366,  

   0.071806408, 0.297291427,  0.408353238,   0.297291427,  

  0.071806408,  -0.070531366, -0.057469217, 0.016179909,  

 0.038546219]. 

It is very important to use a proper decimation process, 
because it has strong influence on encoding performance. 
Several FIR filters have been tested by authors in order to find 
currently used one. Temporal downsampling is performed via 
frame skipping. In particular, B-frame skipping constitutes 
very efficient and robust downsampling scheme. 

Encoder of enhancement layer is based on H.264 encoder. 
It takes as an input additional video sequence, which is 
decoded base layer sequence. Avery frame of this sequence is 
being interpolated to the resolution of frames in enhancement 
layer video sequence. The interpolation process, like 
decimation, is also very important, because of strong influence 
on performance of encoding enhancement layer. In our test 
model encoder we used a G. Ramponi technique [21] which is 
edge adaptive interpolation. As a base function the bicubic one 
has been chosen, 

f(x) =   f(xk-1)(-s3 + 2 s2 –s)/2 +  

+  f(xk)(3s3 - 5s2 +2)/2 + 

 +f(xk+1)(-3s3 + 4s2 +s)/2 + 

 +f(xk+2)(s3 – s2)/2, 

where xk, xk+1, xk+2, xk-1 are neighbors of the x, and s is a 
distance between the first neighbor of x and x. The value s is 
modified: 

s’ = s – kAs(s – 1), 

where 

A= ( |f(xk+1) – f(xk-1)| - | f(xk+2) – f(xk)| )/(L – 1). 

Parameter k has been experimentally estimated and set to value 
3.05, L =256 for 8 bit pixel representation. 

Enhancement layer encoder has extended list of prediction 
modes. Those modes correspond to additional information 
provided into this encoder from base layer decoder. Those 
modes are described later in this paper. 

Efficient scheme to encode the enhancement-layer motion 
vectors is described in the full paper. In principle, it is a 
modified AVC scheme that exploits encoding of the residuals 
from median prediction of the motion vectors components. In 
some situations, the prediction is enhanced by the information 
about the corresponding motion vector from the low-resolution 
base layer. 
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Figure 2.  Exemplary structure of a video sequence: No B-frames and no GOP structure in the base layer. In the enhancement layer, the I-frames are encoded with 
respect to the interpolated I- or P-frames from the base layer. 

III. FINE GRANULARITY SCALABILITY 

Fine granularity scalability (FGS) is obtained via data 
partitioning in the UVLC (exp-Golomb) coding mode. Drift 
propagation is limited by insertion of I-frames into the 
enhancement layer (Figure 2). Such additional enhancement-
layer I-frames are encoded using less numbers of bits than 
single-layer I-frames. It is because the bitstream syntax of these 
frames is that of P-frames but with no motion vectors and with 
the interpolated base-layer frames used as reference frames.  

IV. PREDICTION MODE SELECTION 

Scalable AVC encoder’s prediction mode list has been 
extended. New modes correspond to the additional information 
available in enhancement layer extracted from base layer. 
There are mainly two additional modes:  First one takes as a 
prediction an interpolated block from base layer; second one 
takes as a prediction block which is an average of interpolated 
block from base layer and prediction block from previous 
frame. The encoder is looking for such a block in previous 
frame which after averaging with interpolated block gives the 
smallest prediction error. 

These modes are carefully embedded into the mode 
hierarchy of the AVC coder thus obtaining the binary codes 
that correspond to the mode probabilities. The respective mode 
hierarchy is shown in Table I. 

TABLE I.  PREDICTION MODE HIERARCHY 

Frame type Prediction modes 

Intra (I) 1. Spatial interpolation from base layer (16×16 block size). 

2. All standard intra prediction modes. 

Inter (P) 1. Prediction (forward) from the nearest reference frame. 
2. Spatial interpolation from base layer (16×16 - 4×4 block 

size). 

3. Average of two above (1, 2). 
4. Temporal prediction modes from other reference frames 

in the order defined in AVC specification. 

5. All standard intra modes. 

Inter (B) 1. Prediction (forward, backward and bidirectional) from 
the nearest reference frame. 

2. Spatial interpolation from base layer (16×16 - 4×4 block 

size). 
3. Average of two above (1, 2). 

4. Temporal prediction modes from other reference frames 
in the order defined in AVC specification. 

5. All standard intra modes. 

 

When the mode with only interpolation is chosen, there is 
no motion vectors we need to send to decoder. So the better the 
interpolation process is the often the interpolation mode is 

chosen. And because of no motion vectors this mode is very 
efficient. In the averaging mode we have to consider a cost of 
the mode. Mainly two things have strong influence on this cost: 
count of bits needed for: motion vectors and prediction error. 

Good fidelity of the decimation-interpolation scheme 
results in reasonable probability that the reference sample 
block interpolated from the base layer leads to smaller 
prediction error as compared to the temporal prediction within 
the enhancement layer.  

V. CODING PERFORMANCE AND CONCLUSIONS 

Coding performance is bounded by the performance of two 
extreme boundary systems: 

 simulcast, i.e. the two layers encoded independently, 

 single-layer coding. 

 For the two-layer system with spatio-temporal 
scalability, the bitrate overhead due to scalability varies 
between 9% and 25% depending on sequence content and 
bitrate allocation (Table 2). The full paper includes detailed 
experimental results including those for FGS. The results have 
been obtained using a test model upgraded from the AVC ver. 
2.1 model. The CABAC-based and UVLC-based coder were 
used in the experiments but FGS was implemented for the 
UVLC (exp-Golomb) version only. 

Coding efficiency may be improved by enhancing the 
decimation and interpolation as mentioned before. The results 
from Table 2 have been obtained without using these options. 
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Figure 3.  Rate-distortion curves for FGS in the extended AVC codec: test 

sequences Fun and Basket. 



The range of bitrate matching due to FGS extends mostly 
from about 30% to 100% of the total bitrate for a scalable 
coder (Figure 3) 

In the paper, described is a generic coder structure for 
motion-compensated fine-granularity scalability. The major 
differences with respect to the proposal from [2] are: 

- mixed spatio-temporal scalability, 

- independent motion estimation for each motion-
compensation loop, i.e. for each spatio-temporal resolution 
layer, 

- adaptive decimation and interpolation. 

These above features are also the reasons for good 
performance of the whole coder. 

TABLE II.  CODING PERFORMANCE FOR TWO-LAYER SYSTEM WITH 

SPATIAL AND TEMPORAL SCALABILITY (RESULTS ARE LISTED FOR VARIOUS 

QUANTIZATION IN THE BASE LAYER). 

12 order 

interpo-

lation filter 

Cheer sequence Football sequence 

Bitstream 

[kbit/s] 

Luminance 

PSNR [dB] 

Bitstream 

[kbit/s] 

Luminance 

PSNR [dB] 

Base 

layer 
353.22 33.68 148.00 36.59 

Enhance-

ment 

layer 

QI=15 

QP=16 

QB=17 

1249.29 34.69 550.64 37.72 

Non-scalable 

QI=15 

QP=16 

QB=17 

1555.74 34.73 680.81 37.80 

 
Total 

bitrate 

Overhead 

[%] 

Total 

bitrate 

Overhead 

 [%] 

Scalable 1602.51 3.0 698.64 2.6 

Simulcast 1908.96 22.7 828.81 21.7 
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