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ABSTRACT
The new eSBR tool of MPEG-D Universal Speech and Audio

Coding offers a great advantage in compression of high frequency
content, however it produces audible artifacts for sounds whose pitch
frequencies are strongly variable or exceeding the split frequency
of eSBR. We propose an extension of the forthcoming standard by
adding a high frequency sinusoidal tool. This tool introduces addi-
tional parametric information to the data bitstream in order to encode
the challenging tonal components which are excluded from eSBR
processing. Listening tests demonstrate benefits of the proposed ap-
proach for test items of strongly tonal character.

Index Terms— Bandwidth extension, audio coding, sinusoidal
modeling

1. INTRODUCTION

The forthcoming MPEG-D Universal Speech and Audio Coding
standard (USAC) [1] (currently at the stage of MPEG working draft
[2]) features a number of novel compression tools allowing to pre-
serve a good audio quality for mixed content (music and speech) at
bit rates as low as 12 kb/s. First of all, a switched coding mode is in-
troduced by adaptively selecting between a typical transform-based
(frequency domain) core similar to AAC and a Linear Prediction
based (time domain) core similar to ACELP with optional MDCT-
based residual coding. A very important component allowing to
achieve a great compression efficiency at very low bit rates is the
enhanced Spectral Band Replication (eSBR) tool.

The SBR tool introduced within the MPEG-4 HE-AAC standard
[3] allowed for significantly reducing the number of bits required
for coding the high-frequency (HF) part of the spectrum. The HE-
AAC encoder limits the bandwidth of the input signal handled by
the transform core. The missing HF content is re-synthesized in the
decoder by the SBR tool through frequency domain shift followed
by appropriate energy scaling and temporal envelope shaping. This
shift is simply realised by copying a part of the baseband signal time-
frequency (TF) representation. The main disadvantage of SBR is that
such crude generation of HF content results often in non-harmonic
spectra since the translated harmonic partials of the low frequency
signal are not placed at integer multiples of corresponding funda-
mental frequencies. Furthermore, frequency shift does not properly
reconstruct the harmonic content with variable pitch frequency, be-
cause frequency deviations should increase their depths proportion-
ally to the overtone number. Such spectra are significantly different
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than original full spectra, and sometimes result in unpleasant arti-
facts [4]. A technique based on adaptive complex modulation has
been proposed to address the problem of inaccurate frequency shift
[5], however it still does not produce appropriately scaled frequency
deviations of partials.

As opposed to SBR, eSBR employs an optional method for gen-
erating the HF harmonic partials from the decoded baseband sig-
nal [6]. The Phase Vocoder (PV) technique is used for scaling in
frequency a selected range of the LF content, which preserves its
harmonic structure. The basic disadvantage of PV is that while scal-
ing the spectrum with integer factors of 2, 3, etc., it creates sparse
harmonic patterns with missing frequencies which are not multiples
of these integer factors. This problem has been recently addressed
by generating additional cross-products [7] that fill the gaps between
scaled overtones through selectively applied modulation. Neverthe-
less, PV suffers from artifacts when operating on mixed spectra of
many sound sources, where several physical partials exist within a
single transform bin used for scaling. Moreover, spectra with rapidly
varying pitch frequencies are not perfectly scaled by the PV due to
the inappropriate phase evolution model. Last, but not least, eSBR
(similarly to SBR) is not able to reconstruct harmonic sounds, whose
fundamental frequencies are above the low operating limit of the
eSBR tool. Such sounds are simply removed from the baseband sig-
nal by the lowpass filter applied before encoding. As a result, there
is no respective content to replicate. In such situations, the SBR and
eSBR tools employ a technique called ”Sinusoidal Coding”. It adds
some components of fixed amplitude as well as fixed and crudely
quantized frequency to the TF representation. While properly ad-
justing the amount of tonality in HF range, this addition also yields
increased inharmonicity.

2. THE PRINCIPLE

The main idea behind the proposed technique is to augment the ex-
isting eSBR technique by an additional tool devoted exclusively to
encoding selected HF sinusoidal partials which would otherwise be
distorted. It shows an advantage in reconstructed audio quality in
certain cases of music programmes including loud instruments play-
ing solo in high registers, bells, and other percussive sounds which
are typically very challenging for the eSBR tool.

The proposed technique, based on sinusoidal modeling and cod-
ing [8], operates as a pre-processor for the eSBR encoder (cf Fig. 1).
It offers an efficient parametric representation of selected HF tonal
components, leaving the remaining part of the signal to be processed
by the eSBR tool. For this purpose, sinusoidal partials are detected in
the original signal above fSBR (the eSBR cut-off frequency) in suc-
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Fig. 1. The modified MPEG-D USAC encoder with additional blocks related to the proposed sinusoidal tool.

cessive data frames. These components are tracked by the sinusoidal
model (SM) and some of them are subsequently removed from the
signal. This small number of sinusoidal partials is selected based on
psychoacoustic principles and subsequently encoded and embedded
into the bit stream. The remaining signal is further handled by eSBR
tool and the switched AAC/ACELP core.

At the decoder side the HF sinusoidal partials are synthesized
from the data and mixed with the output of eSBR decoder thus pro-
viding a better quality bandwidth extension of the reconstructed ban-
dlimited signal. An example encoded signal is shown in Fig. 3.

Sinusoidal modeling has been already proposed in the context of
improving the SBR technique [9], however that approach acts solely
at the decoder side as an enhancement of the existing patching al-
gorithm and involves a fundamental frequency estimation which is
only applicable to harmonic sounds and speech.

3. DESCRIPTION OF THE PROPOSED CODING PROCESS

3.1. Signal analysis

The input signal x is analysed by the FFT transform in consecu-
tive frames of N = 2048 samples long, shifted by H = 512 sam-
ples. The spectral flatness measure (SFM) [10] is computed in each
frame m of the spectrum Xm(k). This measure is used to indicate
a global level of tonality in each frame, so that if SFM < 24dB
holds for a sequences of frames, they are identified as containing
mostly noise and are excluded from processing in this tool. Other-
wise, prominent sinusoidal partials are detected and their parame-
ters (amplitude, A(m) and frequency, f(m)) are estimated. Partials
of low frequencies are essentially excluded from this analysis, how-
ever the frequency limit is set significantly below the split frequency,
fSBR. The purpose of such margin is to prevent partials of varying
frequencies near fSBR from producing fragmented sinusoidal trajec-
tories. The estimated partial parameters are subject to the tracking
algorithm that is based on Linear Prediction (LP) [11].

3.2. Selection of tonal components for encoding

The established trajectories of sinusoidal parameters represent
strong tonal components. Only a small subset of these trajecto-
ries is actually encoded in the proposed tool and removed from the
signal prior to eSBR processing. The primary goal of such selection
is to handle those partials which most likely would be audibly dis-
torted by the standard SBR processing, and also to avoid encoding
of remaining partials that would lead to suboptimal bit allocation.
The selection is based on a couple of rules. First of all, trajectories
with significant energy are considered. Secondly, the set is ordered

according to their psychoacoustic relevance, taking into account the
total energy represented by the sum of squared amplitudes and the
sensitivity of human auditory system expressed by the A-weighting
curve [12] denoted as WA(f). We use a ranking function

Rl =

Ml∑
m=1

A2
l (m) ·WA (fl(m)) , (1)

where m is the frame number, l is the index of sinusoidal trajectory
considered, and l-th trajectory is Ml frames long. Finally, a rate
control loop rejects the weakest trajectories according to the lowest
Rl, until the target bit rate is achieved.

3.3. Modification of eSBR input

For excluding of the encoded partials from redundant processing in
eSBR, the HF tonal part in each frame is synthesized according to

s(n) =

Ml∑
l=1

Ãl(n) cos (ϕl(n)) , (2)

ϕl(n) = ϕl(0) + 2π

n∑
i=1

f̃l(n), (3)

where sample index i restarts from 1 in each frame, ϕl(0) is the
accumulated phase at the end of previous frame, and Ã(n), f̃(n)
represent amplitudes and frequencies interpolated on a sample basis
using a cubic spline.

This synthetic signal is used for masking the unwanted partials
by the use of a modified Short-Time Spectral Attenuation (STSA)
technique [13], fig. 2. The resulting signal y is obtained in consecu-
tive STFT frames by Ym(k) = Gm(k) ·Xm(k), where Gm(k) is a
transfer function of attenuation filter defined as

Gm(k) = [min (ϵ · |Sm(k)|, 1) ∗ h(k)]−1 , (4)

where ϵ is the attenuation factor, h(k) is the impulse response of a
short kernel operating in DFT domain (a moving average filter which
smoothes the spectrum).

3.4. Encoding of selected partials

The parameter chains of sinusoidal trajectories selected for encoding
are transmitted in the output bit stream by a sequence of quantized
prediction residuals, separately for A(m) and f(m). No explicit
phase information is transmitted. For each trajectory, a low order
LP adaptive predictor is applied in a closed loop with a quantizer.
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Fig. 2. STSA in a single frame: Xm(k) (red) is attenuated by Gm(k)
(green). The resulting spectrum Ym(k) (blue) is shifted by -20 dB
for clarity.

The quantization steps are uniform in a perceptual scale and corre-
spond to 3 dB and 40 cents, which were determined experimentally
as not causing significant degradation. The first element in each tra-
jectory is encoded relatively to its closest already transmitted ele-
ment, which is implicitly signalled by appropriate ordering of data.
If there is no other trajectory, the absolute value is sent. The symbols
are encoded using adaptive Huffman codes.

3.5. Bit rate control

The maximum bit-rate of the sinusoidal model parameters (Bsin)
is limited to 3 kb/s. It means that the bit-rate of MPEG-D USAC
must be reduced to obtain the total target bit-rate (BT ) , BUSAC =
BT−Bsin. The rate control loop attempts to fit in the budget of Bsin

by iteratively encoding a reduced set of trajectories and calculating
the length of the bitstream. This is repeated until the target is met
within a margin of 50 b/s.

3.6. Decoding

The decoding process is straightforward. The reconstructed sinu-
soidal parameters are used for synthesizing the respective HF tonal
components with continuously varying frequencies and amplitudes.
The HF signal may be synthesized with the same sampling frequency
as used by the USAC codec, or it may be synthesized with a higher
sampling frequency thus allowing to reconstruct components in the
whole audible range, exceeding the operating range of USAC at
given bit rate.

Due to computational complexity constraints of the decoder, an
IFFT–based chirp synthesis technique is employed [14]. The compu-
tational cost of such synthesis is dominated by the IFFT calculation
which is estimated at 0.79 MOPS at sampling rate of 32 kHz.

4. LISTENING TEST RESULTS

A formal blind listening test was arranged to check the proposed
technique against the USAC WD7 codec according to MUSHRA
methodology [15]. The test was performed using professional grade
studio monitoring speakers in an acoustically treated room. There
was one test session to assess the audio quality at 16 and 20 kb/s.
10 trained and experienced listeners had to assess the quality of 12
standard test items selected by the MPEG committee and 5 new. For
each test item, four conditions were listened to with a randomized
and hidden order. The statistical analysis of the test results had been
performed based on 8 subjects, excluding 2 which did not pass the
post-screening. 95% confidence intervals of the mean results had

Fig. 3. Example spectrograms for signal violin2 and target bit-rate
of 16 kb/s, from the top: input signal, full reconstructed signal in the
decoder (MPEG-D USAC), full reconstructed signal in the decoder
(proposed technique).

been calculated according to the requirements of MPEG Audio CE
methodology.

The absolute scores per system for the individual items in the
listening test did not reveal a statistically relevant difference except
one item (altosax) which showed an improvement of 20 points in
MUSHRA scale at 16 kb/s. Figure 4 shows the results of differential
scores for individual items relative to USAC WD7 calculated for all
subjects and as mean over all items. It can be observed that the pro-
posed technique (WD7-CE) significantly improves the performance



of USAC codec for 3 test items: (altosax, accordion-ebu and violin2)
at 16 kb/s and for 4 items (altosax, accordion-ebu, te1 mg54 speech
and violin2) at 20 kb/s. The proposed technique did not exhibit a sta-
tistically relevant lower result in any of the tests, neither in absolute
nor differential scores.
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Fig. 4. Subjective test results at 16 kb/s (top) and 20 kb/s (bottom) -
differential scores (WD7-CE vs WD7). The 95 % confidence inter-
vals (8 listeners) are plotted.

5. CONCLUSIONS

Formal listening tests confirmed that the proposed technique offers
a significant increase of quality compared to the MPEG-D USAC
WD7 codec at 16 kb/s and 20 kb/s. Moreover, presented results
confirmed the results previously obtained for MPEG-4 AAC HE [16,
17]. The sinusoidal coding technique shows particular advantages
for signals with strong tonal HF components, where SBR and eSBR
patching algorithm still introduce audible artifacts. Therefore, we
propose to use this tool as an extension for audio coding techniques
utilizing SBR and eSBR [18].
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