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ABSTRACT The application of machine learning to video coding is generally studied in two main
approaches: end-to-end video coding using deep neural networks and classic hybrid codecs with individual
tools implemented using such networks. This work exploits the latter approach, where a trained Artificial
Neural Network (ANN) is used for fast implementation of the search for the partitioning of Coding Tree Units
(CTU) into CodingUnits (CUs) and Prediction Units (PUs). The proposed approach differs from the previous
ones, among other factors, by the application of an ANN with probabilistic soft outputs, which allows for
assessing the probability of particular division patterns. This is followed by a decision algorithm that selects
more than one candidate division pattern from the most probable patterns provided by ANN. Two variants
of the ANN model are considered, out of which the extended one involves deep partitioning at the PU-level.
The number of selected division pattern candidates is controlled by a single parameter – uncertainty range
– that allows for choosing a trade-off between the complexity and the loss of coding efficiency. This feature
is particularly important for broadcasting applications, where processing must be adjusted to the current
computational load and resource availability. The experiments demonstrate that the proposed approach yields
good results using much smaller ANNs than those described in the references. This makes the proposed
approach well-suited for using on edge servers where GPU may not be available. The source code for the
respective HEVC codec software implementation is provided.

INDEX TERMS CTU partitioning, encoder control, HEVC, neural network, video compression.

I. INTRODUCTION
The High Efficiency Video Coding (HEVC) [1] is currently
the most widely used MPEG video coding standard, espe-
cially for television [2]. HEVC support is mandatory in TV
sets in several regions of the world, e.g. in Europe. As com-
pared to its predecessor, Advanced Video Coding (AVC) [3],
[4], HEVC achieves substantial compression gains at the cost
of higher encoding complexity. The envisioned successor to
HEVC, Versatile Video Coding (VVC) [5], is even more
complex [6], impeding its widespread adoption. Currently,
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HEVC is still most prevalent in hardware implementations,
especially in mobile devices, where power consumption
is a challenge [7]. Consequently, research focused on the
optimization and simplification of HEVC is still of high
practical significance [8].

Modern video codecs, and HEVC in particular, search
for the optimum encoding mode among a huge variety
of modes for each block of pixels in each frame. In the
classical approach, the (nearly) optimal encoding is estimated
using the rate-distortion optimization (RDO), which performs
an extensive search by speculative encoding with different
modes. This approach significantly contributes to the com-
plexity of an encoder. A significant share of this complexity
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is related to the estimation of the division pattern for pixel
blocks, known as Coding Tree Unit (CTU). In HEVC,
the partitioning is described by quaternary tree of Coding
Units (CUs) [9]. Methods for efficient encoder control, and
therefore reduction of this complexity constitute a research
problem addressed in this paper.

The abovementioned problem of CTU partitioning com-
plexity is the subject of this paper. The problem is considered
for Intra frames, whose encoding requires numbers of bits
exceeding other frame types. An original solution, based on
an artificial neural network (ANN) and a probabilistic soft
decision algorithm, is proposed. Such a method is very desir-
able, especially in modern mobile devices where dedicated
hardware for neural-network processing is available (e.g.
Apple smartphones) [10]. In combination with the proposed
method, this hardware could be used to reduce the complexity
and power consumption of HEVC encoding. Along with the
experimental results, the respective software for comparative
research is provided.

The organization of the paper is as follows. Section II
presents the current state of the art, starting with a detailed
description of the problem of CTU partitioning. This is
followed by a survey of related research works and a
comparison of these approaches with the one in our work.
Next, Section III overviews the main idea of the work along
with its novelties. Sections IV and V present the core of
the proposed solution, which includes a neural network
and a decision algorithm, respectively. Sections VI, VII,
and VIII provide a description of the methodology of the
experiments and the respective results, demonstrating the
efficiency and practicality of the proposed methods. Subjects
for future works are highlighted in Section IX, and the paper
is summarized in Section X.

II. STATE OF THE ART
A. CTU PARTITIONING IN THE ENCODER
In HEVC, video frames consist of Coding Tree Units (CTUs)
[1], which are square blocks of samples, of a size of, for
example, 64 × 64 luma samples. Each CTU is further split
into square Coding Units (CUs). The actual compression is
implemented in these CUs, thus the choice of splits influences
the coding efficiency. In this paper, we consider the task
of dividing 64 × 64 CTUs; for smaller CTUs, the problem
is correspondingly simpler. Each split in the CTU division
tree (Fig. 1) always divides an area into four same-sized
blocks.

To determine which splits should be made, i.e., which
partitioning pattern should be applied, a rate-distortion
optimization (RDO) algorithm is usually used in the encoder.
This process involves multiple CU encodings to find the
modes and encoding tools that yield the best result under
given constraints. A typical RDO algorithm follows a
top-down search pattern: it starts at the top CU level (Fig. 1
– depth level 0) and steps down to smaller blocks, until all
possible divisions are checked. At each level, a CU block
of the considered size is encoded to estimate the resulting

FIGURE 1. An example of the CTU block division pattern with the
corresponding splits in a quaternary tree.

image quality and bitstream size. The same procedure is
performed for divided blocks, and then the results are
compared. If the results for smaller CUs are better, the
algorithm repeats the process further for even smaller blocks.
It can be noted that for certain content that benefits from
smaller block sizes, a significant amount of processing time is
wasted on redundant checking of larger block sizes, and vice
versa.

For HEVC, the size of CU may vary, from the maximum
size of CTU (64 × 64, Fig 2 - depth level 0) to the smallest
CU of 8×8 luma samples (Fig 2 - depth level 3). A CU block
can further be divided into Prediction Units (PUs), for which
prediction modes are selected [1], [9]. In Intra mode (which
is the focus of this paper), a PU has the same size as its parent
CU, except for CUs of the smallest size (8 × 8), where PUs
may be either 8× 8 or 4× 4 [1] (Fig. 2 – depth 4). Therefore,
there are five possible depth levels of partitioning. In total,
there are 83522 different division patterns conforming to the
HEVC syntax of CU blocks. When the subdivision of 8 × 8
CUs into PU blocks is considered, the number of unique
division patterns rises to millions. Therefore, an algorithm
for the efficient selection of the division pattern is of high
practical importance.

FIGURE 2. Block sizes (in luma samples) in HEVC Intra mode.

B. RELATED WORKS
Optimization of video encoders is an important problem
that has prompted extensive research efforts [14]. Several
methods utilize specific features identified in the content of
the encoded video for decision pruning in HEVC or VVC,
thereby reducing encoding complexity. These features may
include dense feature maps extracted from the image [15],
human perceptual quality [16], sparse keypoints found in
a picture [17], encoding statistical models [18], [19], [20],
or analysis of the currently encoded block context [21],
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[22], [23]. Among the most recent approaches, worth noting
is [24], where SVM is used for estimation of prediction
modes. Unfortunately the paper focuses on a different part
of RDO and was evaluated under conditions (test sequences,
training methodology) that make comparison with other
related works and with our proposal impossible.

Regarding the problem of mode selection in encoder
optimization, several authors have considered the use of
machine learning. Erabadda et al. [25] and Zhang et al. [26]
proposed the usage of Support Vector Machines (SVM) to
accelerate the CU partitioning process and prediction mode
estimation. Recently, the use of artificial neural networks
(ANNs) has been proposed to replace the RDO or its parts.
The key scientific challenges include: 1) the choice of the
neural network architecture appropriate to the formats of
input and output data, and 2) the analysis (interpretation)
of the network outputs. In many works, artificial neural
networks are used for pruning the partitioning process by
omitting some of the branches in the entire tree of CTU
partitioning (Fig.1), e.g. by early termination of the algorithm
stopping the processing below a given tree level, or by
processing only the most probable branches/levels.

Feng et al. [27] proposed an algorithm that estimates the
depth ranges of currently processed CTUs. In particular,
an ANN decides to omit some of the highest and lowest level
branches in the division pattern tree.

In other works, e.g. Huang et al. [12], Xu et al. [28], and
Li et al. [29], ANNs are used to make explicit partitioning
decisions at each partition level. The process starts from the
top (the largest CU) and at each node, ANN is employed
to decide whether to traverse to nodes below or not. The
advantage of such a scheme is that it resembles the syntax of
HEVC, where partitioning flags are signaled hierarchically.
The ANNs used for decisions at various tree nodes can be
homogenous or heterogeneous, e.g. Chen et al. [30] and
Zhao et al. [31] trained separate ANNs for each partitioning
level, whereas Li [32] used a single ANN with multiple
outputs. Paul et al. [33] focused on VP9 and used a network
with multiple outputs and early termination for the outputs of
partitioning levels for better performance. A similar idea of
ANN architecture was used by Huang et al. [12] and Xu et al.
[28]. For the abovementioned methods, the reductions of
encoding times are between 20% and 70%, whereas the
bitrate increases are around 1.5% to 3% [34]. Liu [35]
presented an application of the aforementioned method to a
hardware encoder.

Another approach found in the literature [11], [36],
and [37] is to estimate the entire partition pattern at once,
before starting the RDO process (e.g. for a given CU).
For example, Katayama et al. [36] created an ANN with
multiple inputs to estimate the partition pattern for the CTU
block currently being processed. In work [37], Ren applied
IPB-CNN using CTU samples, employing an approachwhere
the entire partitioning pattern is estimated at once. In our
work, we further extend this approach of estimating entire

partitioning pattern at once by the usage of Division Tensors
as described in Section IV.
Most ANN-based methods focus on estimating partitions

for CU blocks. Some researchers additionally address PU par-
titioning by adding additional algorithms, such as Huang et al.
[12] using a Naïve-Bias classifier. Another approach is to
include PU block size estimation into the ANN, as seen in
Feng et al. [11]. In contrast to this, our approach integrates
block size estimation for both CU and PU together as a
unified solution. Moreover, we enhance decision flexibility
by utilizing decision algorithms on the ANN output.

Apart from using samples from the currently processed
CTU only, there are works in which a broader context of
image data is used. Katayama et al. [36] used adjacent
preprocessed samples and obtained improved results (bitrate
increase of 1.8% only). Amera et al. [38], on the other hand,
used features from the Laplacian Transparent Composite
model. Images from two sources were used as training data:
the first few frames from the JCT-VC test set [39] (as
in [36]), which was then used for network evaluation) or
a separate dataset [11] (e.g. RAISE [40]). Zhao et al. [41]
proposed a method for All-Intra scenario that utilizes ANN
and probabilitymodel to estimate division depth of 8×8 block
in VVC based on spatial-temporal coherence. Unfortunately,
this approach does not apply to the first encoded frame in
sequence and therefore images.

Almost all of the abovementioned methods focus on the
Intra coding mode. The Intra mode constitutes a large part
of encoder complexity (e.g. 16% [6], [9]), whereas Intra
frames comprise a much smaller percentage of all frames
(e.g. 2% [6], [9]). Also, still image coding in HEIF (High
Efficiency Image File Format) depends on HEVC Intra
coding. Therefore, the optimization of the Intra coding mode
is a very efficient research direction, also chosen in this
work. However, there exist someworks that propose solutions
also for the Inter mode. For example, the authors of [28]
employ recurrent ANN for CUs in P frames. In general,
it can be noted that the ANNs employed in most of the
works found in the literature are relatively large (e.g. ∼1M
of parameters [28], [29]). Some authors have been able to
achieve promising results with the use of multiple smaller
models, each consisting of ∼40k parameters [36]. Ren et al.
[37] uses the same approach to estimate the matrix of all
divisions using a convolutional network but with a shallower
and wider ANN, which is still larger than the one proposed in
this paper. Also, it shows worse learning results compared to
the one proposed in this work and was trained using the JCT
VC dataset [39], making the approach incomparable. In our
work, we present a solution tailored for a much smaller size
of the ANN model.

Most of the methods found in the literature do not provide
functionality to control the complexity-efficiency trade-off,
with a few notable exceptions. For example, Deng et al. [42]
presents an algorithm where CTU divisions are restricted
based on complexity modeling, to precisely control encoding
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time. In the context of the Intra mode, Li et al. [43]
proposed ETH-CNN, which enables control over encoding
time reduction through ANN weight pruning. Huang et al.
[12] proposed yet another approach that enables encoding
time reduction control in a wide range (up to 75%). This
however, requires a complex process of adjusting multiple
thresholds, which may pose a disadvantage in practical
applications.

III. MAIN IDEA OF THE WORK
The goal of this work is to reduce the complexity of the search
for the optimum division pattern, thereby reducing encoding
time and power consumption associated with rate-distortion
optimization (RDO), cf. Fig. 3a, b. This reduction is requested
under the condition that the rate-distortion performance of
compression would be deteriorated only negligibly.

FIGURE 3. Encoder control levels (a) and respective typical solutions:
b) classical RDO, c) ANN for CU partitioning, and d) proposed ANN with
the soft-decisive algorithm.

As shown in Section II, a promising approach is to
use an artificial neural network (ANN) to select a single
division pattern to encode a block of pixels (a single CTU
in HEVC). In such approach, which we follow in this
paper, an ANN is trained to mimic the operation of the
RDO algorithm (cf. Fig. 3c). Such solutions offer a specific
trade-off between rate-distortion performance (sub optimal
mode is selected) and low complexity (only a single division
pattern is used/checked in the encoding), which is fixed
for a given method/network, e.g. complexity reduction of
the encoder of about 60% at the cost of about 3% bitrate
increase [11], [12], [13]. Often, only CU-level partitioning
is considered.

The idea of this paper (Fig. 3d) is to use an ANN, with
specially defined probabilistic soft outputs, that is used
for the estimation of the probability of particular division
patterns. The usage of an additional decision algorithm (two
proposals, with variants, are presented in the paper) enables
the selection of more than one candidate division pattern
from the most probable patterns. As we will show, such an
approach features the following novelties:

• It improves encoding efficiency (in the sense of the
rate-distortion characteristics) at only a slight cost

of computational complexity, outperforming methods
found in the literature.

• It allows flexible control of the complexity – efficiency
trade-off by a single parameter in the encoder, e.g.
reducing the encoder complexity at the cost of lower
encoding efficiency (rate-distortion), i.e. lower image
quality or increased bitrate. The usage of only a single
parameter constitutes an advantage over other methods.
Such a feature can be used to adapt the encoder to the
current computational load of the system.

• ANN is not directly used to select a partitioning pattern
(selection is done by the decision algorithm). Thus
even if this ANN is less complex or less trained, the
performance may be not degraded as compared to
the solution from Fig. 3c (the most common in the
literature).

In this paper we demonstrate our solution in the context
of HEVC but it can be generalized to other techniques that
utilize quaternary tree partitioning. Intra coding is considered
due to reasons discussed in Section II.

IV. NEURAL NETWORK ARCHITECTURE
We propose two ANN z 4) which can be used alternatively,
depending on the application:

• The Basic model with a division pattern limited to
CU-level partitioning.

• The Extendedmodel with deep partitioning (joint for PU
and CU).

Both models have the same input format. However,
depending on the specific model, a different ANN architec-
ture is used with a different output format.

A. INPUT TO ANN MODEL
Luma samples are widely used to solely control decisions
in video encoders (e.g. MPEG HEVC Test Model Software
(HM) [44]), whereas chroma is ignored because it was
demonstrated that this component provides a negligible
amount of distinctive information for CTU partitioning [9].
Such a scheme is also used in this paper in the CTU
partitioning procedure. Therefore, the input of ANN is an
array of 64 × 64 luma samples with the values normalized
to the range [0; 1].

B. OUTPUT OF ANN MODEL
The output of ANN is designed to convey information about
the probabilities of partitioning of the whole CTU.

In HEVC, the partitioning structure can be represented
by a depth level of partitioning in particular regions, i.e.
an integer from 0 to 4 (Fig. 2), which corresponds to the
descending CU/PU block sizes: ‘‘0’’ for 64 × 64, ‘‘1’’ for
32× 32, ‘‘2’’ for 16× 16, ‘‘3’’ for 8× 8, and ‘‘4’’ for 4× 4.
In HEVC, 4× 4 block is attained by the usage of 8× 8 block
subdivided into four 4×4 PU blocks. A particular partitioning
pattern of the whole CTU can be thus described by arranging
depth level values into a matrix with elements correspond-
ing to the smallest possible blocks. We can denote this
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FIGURE 4. Architecture of the ANN: a) Basic model, and b) Extended model.

pattern as DM [i, j]:

DM [i, j] = d where i, j ∈ [0; 15] , d ∈ [0; 4] , (1)

where d is the depth of partitioning (cf. Section II).
In the case of the Basic model, where partitioning into

only CU blocks is considered, depth level values have a
range limited to [0; 3], and therefore the representation by a
16 × 16 array DM [i, j] is redundant. The depth level can be
attributed to an area of 16 × 16 samples, resulting in a Basic
Division Matrix DMB [i, j]:

DMB [i, j] = d where i, j ∈ [0; 3] , d ∈ [0; 3] . (2)

In the case of the Extended model, where CU and PU splits
are considered jointly, the depth level value can be attributed
to an area of 8 × 8 samples, yielding an Extended Division
Matrix, DME [i, j]:

DME [i, j] = d where i, j ∈ [0; 7] , d ∈ [0; 4] . (3)

The aforementioned simplification of DM [i, j] to
DMB [i, j] and DME [i, j], respectively, allows more efficient
training of theANNmodel due to lesser redundancy andmore
compact representation (fewer network parameters).

The Division Matrices defined above can be used to
characterize a single partitioning pattern. To represent the
probabilities of division levels for a corresponding CTU area,
we employ division tensors with an additional dimension.
This dimension uses the depth level as an index pointing to

the probability probi,j,d . This value reflects the likelihood that
the corresponding area should be in a particular block size.
In the general case of DM [i, j], we define Division Tensor
DT [i, j, d] as follows:

DT [i, j, d] = probi,j,d where i, j ∈ [0; 15] , d ∈ [0; 4] . (4)

In the case of the Basic model (CU-level partitioning only),
we define Basic Division Tensor, DT B [i, j, d] as follows:

DT B [i, j, d] = probi,j,d where i, j ∈ [0; 3] , d ∈ [0; 3] . (5)

For the Extended model (joint CU and PU partitioning),
we define Extended Division Tensor, DT E [i, j, d]:

DT E [i, j, d] = probi,j,d where i, j ∈ [0; 7] , d ∈ [0; 4] . (6)

For a better understanding of the presented tensors,
we depicted them in Fig. 4.

C. ANN ARCHITECTURE FOR THE BASIC MODEL
For the Basic Model, we adapted the ANN architecture
from the paper [11], as it requires relatively low computing
power and provides good rate-distortion performance. The
architecture has been modified to output BDT [i, j, d] with
probabilities instead of DMB [i, j], which is a significant
modification, as this allows the application of decision
algorithms. In this paper we refer to this modified model as
the Basic model.

The Basic model (Fig 4a) is composed of two subnetworks
A and B. The first one (A) contains Convolution Blocks
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(consisting of convolution with batch normalization and
ReLU activation) andMax Pooling operations (used to reduce
the size of the feature maps to 4 × 4 in the first two
dimensions). Subnetwork B mimics the quaternary tree with
blocks that are composed of Convolution Blocks. The second
convolution is divided into 4 parallel separate Convolution
Blocks to ensure that filters estimate features based on data
that correspond to 32 × 32 blocks. Similarly. the kernel size
for the last convolution was set to 1 × 1 to estimate features
based on 16 × 16 area. Additionally, the number of filters
is set to be the same as the number of output probabilities
for the smallest considered area, which is 4 in this case,
to get a features map shape of 4 × 4 ×4. At the end, the
Soft-max function is applied over the last dimension. This
ensures that the output can be interpreted as the probabil-
ities of particular division depths for corresponding CTU
areas.

The network is designed in such a way that all its outputs
estimate partitioning depth for the corresponding CTU areas.
Therefore, convolutions are good option to find internal
dependencies that should be similar between samples in
particular regions in CTU. Just like in the original ANN
architecture [11], the number of filters is set to 12, 24, 26,
and 48 in the consecutive Convolution Blocks in Subnetwork
A and 64, 16, and 4 in Subnetwork B. The kernel size was set
to 3×3 except for the last convolutionwhere it was 1×1. Such
a set of filters provides good training results (∼72% accuracy
on average) without overfitting. The presented network is
relatively small: 91600 weights, 6.76M sums and additions,
and relatively shallow. The detailed results are presented in
Section VII.

D. ANN ARCHITECTURE FOR THE EXTENDED MODEL
The Extended model aims to additionally consider deep
partitioning (Section II). In HEVC, deep partitioning is
attained through PU partitioning.

To adjust the architecture of the Basic model (Fig. 4a)
to allow joint CU and PU partitioning in the Extended
model (Fig. 4b), it was necessary to remove one of
the MaxPool operations and increase the number of
filters in the last convolution of Subnetwork B to 5.
The last MaxPool in Subnetwork A was chosen to
ensure the smallest computational complexity increase. The
model after modification has 91617 weights and requires
8.54M multiplication-addition operations to calculate the
output.

Regarding training of the ANN for Extended model, the
accuracy dropped on average to 62%, both for training and
validation subsets. Considering that the problem is much
more complex (8 × 8 × 5 output instead of 4 × 4 × 4), this
result is deemed entirely satisfactory.

The Extended model (for joint CU and PU block size
estimation) requires 1.78M more multiplications-addition
operations (as compared to the Basic model), which
slightly impacts the processing time (see details in
Section VII).

V. DECISION ALGORITHMS
Each of the described network architectures enables estima-
tion of the Division Tensor with probabilities of individual
block sizes (depths) for a given CTU area. The network itself
does not constrain its output to conform with the bitstream
syntax. Therefore a decision algorithm is required to deter-
mine the most efficient and syntax-conformant partitioning
pattern. For this purpose, in this paper, we consider two
alternative algorithms: index-based (denoted as Alg-Idx) and
probability-based (denoted as Alg-Prb), described in detail in
the subsections below. In both of them, a CTU is partitioned in
a quaternary tree manner, from top to bottom (Fig. 1). At each
node of the partitioning tree, the algorithm decides, whether
a split should be made or not (always in a syntax-conformant
manner).

A standalone ANN with a simple common output decision
function (Softmax in our case) does not always give results
that allow an unambiguous choice of a particular split in
a quaternary tree. Here, we propose a more sophisticated
output decision algorithm that process the ANN output. In the
hard-decisive version of the decision algorithms, only one
partitioning scheme is chosen, which may be suboptimal.
To address this deficiency, we propose soft-decisive variants
of these algorithms. Instead of a hard decision in the case
of an uncertain split, we allow the decision algorithm to
check two options of block size selection: 1) block size
at the currently considered depth level and 2) block size
at one level below (twice smaller block). Such sizes of
blocks are called as adjacent (symbol ↔ in Table 1) in
quaternary tree division hierarchy, where CU and PU blocks
are considered jointly. Only two adjacent sizes of blocks
are considered because checking more options would be too
time-consuming.

TABLE 1. Adjacent (symbol ↔) sizes of blocks used in soft-decisive
variants of the decision algorithms.

The proposed soft-decisive variants of the decision
algorithms are controlled by only one parameter, called
uncertainty range, described in the following sections. Here
we underline that despite the same value range, this parameter
is defined differently for each decision algorithm. It means
that the given value of the coefficient affects each decision
algorithm differently, e.g. how often it will decide to
consider two block sizes, instead of one, for the considered
CTU.

A. INDEX-BASED DECISION ALGORITHM
The first decision algorithm, referred to as Index-based (Alg-
Idx) one, finds an index d of the maximum value in a
Division Tensor (DTB or DT E , for Basic and Extended
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models respectively) for each i, j within appropriate ranges:

DM [i, j] = ArgMaxd {DTK [i, j, d]} , (7)

where ArgMaxdF (d) is an argument d for maximal value of
F (d).
The resultant division matrixDM [i, j] is traversed in a top-

bottom fashion: starting from the biggest block size (depth
level d = 0), at each level, making a decision whether to stop
at the current level or go to the deeper level d +1, and finally
to the smallest block size (e.g. d = 4).

At each step of the algorithm, at depth level d , a block
of size N × N is considered, which starts at indices i, j in
the Division Tensor. The next step is to decide whether to
split or not. For this C (8) is calculated: all values inside the
considered block that correspond to the considered depth d
are counted. The result is normalized to the range [0; 1] by
dividing by N 2:

C = 1
/
N 2·

∑
m∈[i,i+N−1]

∑
n∈[j,j+N−1]

Iv(A [m, n] = d),

(8)

where Iv (·) is the Iverson function, such that Iv (true) =

1 and Iv (false) = 0.
Value of C > 0.5 means that most of the areas inside the

considered block voted for the considered depth level d (and
not greater depth levels). Therefore depth level d is used and
greater depth levels are not considered.

Otherwise, if C ≤ 0.5, the area of the considered block is
divided as in the quaternary tree division, and the procedure is
repeated for smaller blocks. When the algorithm reaches the
smallest possible block size, it uses the appropriate highest
depth level value.

The aforementioned hard-decisive variant of Alg-Idx
employs a hard-decisive comparison of C with value 0.5.
This approach is very similar to the down-sampling method
presented in [11], where the network estimates indices of
block sizes. Also, a similar idea was used as an ANN
correction algorithm in work [13]. In this paper, however,
we extend it to a soft-decisive variant, as described below.

In the soft-decisive variant of the Alg-Idx algorithm,
additionally, an uncertain split is considered, instead of
implying a hard decision on whether to split the block or not.
For this, we introduce the uncertainty range parameter α ∈

⟨0; 0.5) . If C is within the range: (0.5−α; 0.5+α), it implies
that the decision is uncertain and the RDO algorithm is
scheduled to try both block sizes and choose the better
performing one.

B. PROBABILITY-BASED DECISION ALGORITHM
The second algorithm, referred to as probability-based (Alg-
Prb), processes the data in a quaternary manner, in a top-to-
bottom fashion just like in the case of the Alg-Idx algorithm.

At each step of the algorithm, at depth level d , a block
of size N × N is considered, which starts at indices i, j in
Division Tensor. In order to decide whether to split or not, the
probability of selection of each possible depth level L (L≥d)

is calculated as a sum of probabilities in the Division Tensor:

SL =

∑
m∈[i,i+N−1]

∑
n∈[j,j+N−1]

DTK [m, n,L], (9)

where DTK represents output tensor: DT B or DT E , for Basic
and Extended models, respectively.

If Sd is the maximum among all values SL , depth level d is
used, and greater depth levels are not considered. Otherwise,
the area of the considered block is divided as in the quaternary
tree division, and the procedure is repeated for smaller blocks
until it reaches the smallest possible block.

For the soft-decisive variant of the Alg-Prb algorithm, the
sums of probabilities for the current and next smaller block
are inspected. We assume that the RDO algorithm should try
two adjacent sizes of blocks if conditional probabilities for
depth levels d and d + 1 have similar values:

|Sd − Sd+1|

Sd + Sd+1
≤ β, (10)

where β is the uncertainty range parameter from the range
⟨0; 0.5) ; the values close to 0.5 prohibit the algorithm from
checking two adjacent sizes, and the results degenerate to
such of index-based decisive algorithm.

VI. TESTING CONDITIONS
A. FRAMEWORK FOR NEURAL NETWORK TRAINING
From the dataset DIV2k [45], 800 images are used for training
and 100 images constitute a validation subset. In both subsets,
the original images were cropped to dimensions divisible by
64 to avoid CTUs exceeding image boundaries.

The images were encoded using the reference HEVC
encoder [44] and then decoded to extract Division Matrices
in the formats used in the presented models. The training
and the validation subsets were prepared separately for every
quantization parameter (QP) from the HEVC Common Test
Conditions (CTC) [39] configuration: QP ∈ {22, 27, 32, 37}.
For each QP, the dataset is composed of 522939 CTUs
(training) and 66650 CTUs (validation).

The training procedure employed Early Stopping (ES) as
a regularization method. The patience of the ES algorithm
was set to 4 epochs. After every 10th epoch, the optimizer
algorithm was restarted. Depending on the QP value the
training procedure lasted from 14 to ∼30 epochs.

The ADAM algorithm [46] was used as an optimizer
for training. The learning rate was set to 0.001. As the
loss function, Categorical Cross-Entropy [47] was used. The
estimation of the starting weight values was performed using
Glorot Uniform distribution [48]. The training process of
the model was performed using the TensorFlow framework
(version 2.5) [49]. During the learning procedure, we used
batches of size 64 training samples. All samples within the
given batch had the same Division Matrix. The batches were
shuffled each learning epoch. In general, this can lead to
overfitting the model, but experiments have shown that it
leads to better model efficiency without this effect.
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B. HARDWARE USED IN EXPERIMENTS
The training process of the model was performed using
the Tensorflow framework [49] with cuDNN support. The
platform ran on Ubuntu 20.04 OS with Python 3.8.

The computers were equipped with Intel i7 CPUs, 32 GB
of RAM, and GPU (nVidia series 16, 20, and 30). The GPUs
were used solely for ANN training.

The encoder used in the evaluation was HM software in
version 16.23, with an added proposed tool. The implemen-
tation of ANN uses PyTorch as a backend [50]. As HM uses
only one CPU thread for timing experiments, the ANN was
restricted to using only one logical core.

Timingmeasurements were performed on a single platform
consisting of the i7-8700K processor with 32 GB of DDR4
RAM and NVME SSD for data storage, under the control
of Ubuntu in version 22.04. Measurements were performed
using the std::chrono library. The initialization of ANN was
incorporated into encoding time measurement.

C. EVALUATION PROCEDURE AND REFERENCES
The ANN was evaluated on the JCT-VC [39] dataset. Each
dataset was encoded with four QP parameter values: 22,
27, 32, and 37, following he CTC ‘‘All Intra’’ experiment
scenario [39]. For each QP value, a dedicated model was
used. Then, a comparison was made against the original
unmodified HEVC test model software (HM-16.23) in terms
of rate-distortion and encoding time, as described below. The
HM software implements the reference RDO algorithm for
HEVC, making it logical choice for reference. Since our
method is tailored for HEVC, we compare it with other
methods for encoder complexity optimization specific to this
standard.

For rate-distortion comparison, the Bjøntegaard met-
ric [34] was used. This yielded an estimation of the average
bitrate increase (BD−RATE[%]) and average PSNR increase
(BD − PSNR[dB]) for the luma component. Values of
BD−RATE above zeromean an increase of bitrate (compared
to HM). A negative value of BD-PSNR indicates image
quality deterioration.

In terms of encoding time comparison, the time saving
TS[%] (11) was used, where the initialization of ANN was
included in the encoding time measurements:

TS =

(
1 − Ttested

/
Treference

)
·100%. (11)

Positive value of TS indicates reduction of encoding time,
whereas negative TS indicates increase of encoding time.
We have also calculated the share of ANN model

processing time Tmodel in the total encoding time TANN :

TANN =

(
Tmodel

/
Tencoder

)
·100%, (12)

where Tmodel is the total time of processing data by the ANN
model and Tencoder is the total encoding time. The decision
algorithm execution is negligibly shorter as compared to
the encoding process and thus it has not been presented
separately in the results.

In the experiments, we also have measured the decoding
time.We observed that it did not change noticeably compared
to the HM anchor. Additionally, since the state-of-the-art
methods do not report decoding times, we also have chosen
not to include them in this paper.

The overall performance of the encoder control opti-
mization and simplification methods, such as the one
proposed in this paper, depends on two figures of merit:
complexity reduction (expressed by TS as defined in (11))
and rate-distortion performance (expressed by BD−RATE or
BD−PSNR, as mentioned in Subsection VI-C). For instance,
a method may achieve significant complexity reduction at
the cost of substantial rate-distortion loss, or vice versa: it
may experience negligible loss but yield low complexity
reduction. Since, there are two figures of merit involved,
a straight-forward approach for methods comparison is using
the FoM (Figure of Merit) metric [51], [52]:

FoM =

∣∣∣∣BD− RATE
TS

∣∣∣∣ · 100%. (13)

Conceptually, a small FoM [%] value indicates better
overall performance, e.g. a minimal loss of BD− RATE and
a high a complexity reduction, expressed by time savings TS.

VII. EXPERIMENTAL RESULTS
This section is organized in the following manner: first
(Subsection A) we present the complexity-efficiency control
over the encoding process using our approach. We compare
our method with other state-of-the-art methods. Secondly
(Subsection B) we provide a precise comparison of our
method with other state-of-the-art algorithms in terms of
bitrate and time. Finally (Subsections C, D, and E) we provide
detailed results regarding the performance of the algorithms,
e.g. an explanation for the surprising performance of the
Basic Model with Alg-Prb when soft-decisiveness is utilized.

A. COMPLEXITY-EFFICIENCY CONTROL OVER THE
ENCODING PROCESS
The goal of this paper was to find a method that would
allow control over the trade-off between encoding complexity
(e.g. expressed as time saving TS) and encoder rate-distortion
efficiency. Encoder efficiency can be expressed either in
terms of image quality (e.g. Bjøntegaard BD − PSNR)
or bitrate (Bjøntegaard BD − RATE). For the sake of
visualization, in this subsection, we focus on the latter.

In Fig. 5, we compare the reduction TS of the processing
time with Bjøntegaard bitrate increase BD − RATE for our
algorithms and the state–of–the–art solutions. The results
have been unified to BD − RATE vs. TS format. The results
for our algorithms are attained with various variants of
the considered ANN models and decision algorithms. The
operating points corresponding to the hard-decisive variants
of the algorithms (α = 0, β = 0) have been marked with
black dots, and the rest of the points correspond to soft-
decisive variants.
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FIGURE 5. Bitrate increase vs. encoder complexity reduction. Comparison of state-of-the-art solutions with the proposed methods: Basic/Extended
model, and Index-based (Alg-Idx) and Probability-based (Alg-Prb) algorithms.

The results for the Basic model are competitive with
the state-of-the-art solutions. However, the results for this
model indicate that decision algorithms do not allow for
wide complexity vs. efficiency control. The curve for Alg-
Prb (almost flat line) implies that by adding an extension to
the decision algorithm the overall bitrate efficiency improves,
but the time efficiency remains the same. Also, the higher
potential of Alg-Prb over Alg-Idx was shown.

The application of the Extended model provides proper
complexity-efficiency control. Adding more precise con-
trol over the most costly divisions (PU in the smallest
possible CU block) paired with an uncertainty extension
of Alg-Prb leads to achieving this. The curve for Alg-
Idx (Fig. 5) lies below the curve for the state-of-the-art
result from [12], but this algorithm’s bitrate efficiency is
unsatisfactory.

The results for Alg-Idx prove that basing the decision on
probabilities is a much more effective option than [12]. This
setup not only provides a reduction (by at least ∼55%) of the
encoding time but also grants a ∼10% encoding time range
where a user can adjust the compute duration according to
their demands.

The Extended model with Alg-Prb showed better results
in comparison with the method [12] – the curve for our
proposal is below. Here it should be underlined that the
wider range of control in [12] is occupied by a much
more complicated mechanism that requires the adjustment
of multiple parameters. Our method is controlled in a much
simpler manner with only a single parameter.

B. COMPARISON WITH THE STATE-OF-THE-ART
SOLUTIONS
In Table 2, we present detailed values for bitrate and image
quality and in Table 3 - for time performance. We chose [11],

[12] (‘‘algorithm #3’’), and [13] as the reference solutions and
compared their mean results for certain video classes and the
whole JCT-VCdataset [39]. One of the chosen references [12]
does not present results for two sequences (NebulaFestival
and SteamLocomotive). Because of this, we calculated the
mean values for two cases: data available in this paper and for
the whole dataset. Additionally, as the D subset is no longer
used in modern experiments (e.g. VVC test conditions),
we delivered results that exclude this data.

The Basic model with Alg-Idx showed similar perfor-
mance as [13] which is the predecessor of this method.
Differences in time performance may come from different
experimental platform or model trained anew. Changing the
decisionmethod to Alg-Prb in the soft-decisive variant allows
to decrease the bitrate loss to 1.22%, outperforming the
best reference method [11] by ∼0.5% without compromising
encoding time reduction. Here it should be underlined that
the Basic model controls only CU divisions, while other
referenced methods impact PU block sizes.

The BD-RATE of the Extended model with Alg-Prb in the
hard-decisive variant is much worse as compared to the Basic
Model. However, it stands out with a substantial encoding
time reduction of 70%. This approach outperforms other
solutions for joint CU and PU block division control by
∼10%. The soft-decisive variant of Alg-Prb proved that it
can enhance the results to a state-of-the-art level and still
offer a ∼2% better time reduction. It shows that together
with complexity-efficiency control, the proposed method
provides top performance even for a not ideally trained
model.

Table 4 presents Figures of Merit (FoM) (13) metric
values. It can be noticed that the proposed AlgPrb decision
algorithms attain the best FoM values, as low as about 2.2.
Therefore it outperforms other state-of-the-art techniques.
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TABLE 2. Mean bitrate increase (BD − RATE [%]) and PSNR increase (BD − PSNR [dB]) of the proposed methods, compared with the state-of-the-art
averaged over the classes of test sequences.

TABLE 3. Processing time saving (TS) of the proposed methods,
compared with state-of-the-art solutions, averaged over the classes of
test sequences.

TABLE 4. Figure of merit (FoM) metric for the proposed methods,
as compared with state-of-the-art solutions.

C. DETAILED RESULTS – INDEX-BASED DECISION
ALGORITHM
In this section, we present and discuss in detail the results
for the models and decision algorithms. First, we present
the results for Alg-Idx (both models), which can be found
in Table 5 A) and B) for rate-distortion and time. Both
tables contain results for hard-decisive and soft-decisive

variants. The evaluationwasmadewith the use of the JCT-VC
datasets [39].

The Hard-decisive variant of Alg-Idx with the Basic
model delivers state-of-the-art performance. Unfortunately,
the Extended model for the same case yields a twofold bitrate
increase. Earlier, Section IV-D, points out worse training
accuracy of the Extended model compared to the Basic
Model. Despite that, the usage of this model gives ∼15%
better time reduction. This means that adding control over
PU offers significant speed-up of the encoding process but a
wrong decision will result in bitrate increase.

The results show that for this approach using a soft-decisive
variant does not have much potential to improve efficiency.
A bigger improvement may be seen for the Extended model
case, but even for the biggest α parameter value used, this
approach does not reduce BD-RATE to a value under 3%. It is
caused by a huge information loss due to using only indexes
of themost probable division level (ArgMax). ArgMax output
format, as in the approach presented in e.g. [11] and [13],
lose some output interpretation flexibility disallowing the
potential performance gain.

Apart from minor bitrate improvements, 1T did not
change much for the Basic Model. In the Extended model
case, the 1T increases as we increase the uncertainty
parameter but it does not exceed 2.5%. A similar observation
can be made about ANN processing time – the results are
similar as in the case of Basic Model, and are below 30%
of total encoding time. It can be concluded that the Alg-Idx
does not use the uncertainty mechanism very often. What is
more, it does not affect the Basic Model in terms of encoding
time.

D. DETAILED RESULTS – PROBABILITY BASED DECISION
ALGORITHM
Similarly to the previous section, we show the results for Alg-
Prb. Table 6 A) and B) contains results for rate-quality and
time successively for both (hard- and soft-decisive) algorithm
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TABLE 5. Detailed results for the Index-based decision algorithm.

variants. The value range of the β parameter was [0.05; 0.45]
with a step of 0.05.

The values of bitrate increase and time reduction for
Hard-decisive variants are similar for Alg-Idx. The difference
here is a slightly smaller bitrate increase with a slightly
smaller time reduction.

The Basic model performed ∼0.6 % better in terms of
bitrate loss without sacrificing the processing time. The
percentage of ANN processing time in the encoding process
shows that the share is relatively constant. It means that by
using a high β factor value, we can significantly improve
the performance of the model without compromising the
computing time.

For the Extended model, the results are more substantial
than for the previously examined decision algorithm. Here
one can spot that as the β coefficient value increases, the
bitrate loss improves to the point that it matches the results
for the Basic model. Additionally, in parallel with state-of-
the-art encoding performance, we achieved better computing
time results by ∼7% in comparison to the second considered
architecture. TheANNprocessing time to encoding time ratio
falls as the β parameter increases.

E. ANALYSIS OF THE SOFT-DECISIVE IMPACT ON
DECISION ALGORITHM PERFORMANCE
To explain how the soft-decisive approach impacts the
encoding process, the following experiment was performed:
the HM was modified, so that the RD optimization considers
only two adjacent sizes of blocks (Table 1). During a single

TABLE 6. Detailed results for the Probability-based decision algorithm.

experiment, only one option was used. Then we encoded
the JCT-VC dataset [39] using HEVC CTC for the ‘‘All
Intra’’ experiment scenario [39] and measured the encoding
time, bitrate, and image quality. The evaluation results are
presented in Table 7.

TABLE 7. Encoding with only two block size options allowed: mean
results compared to encoding with HM.

It can be seen that in a scenario, where only two block sizes
are considered, the encoding time reduction is still above
state-of-the-art solutions in most cases. The exception here
is the smallest CU with two possible PU sizes. One can see
that in this case, exploring more than one prediction pattern
is relatively time-costly. Regarding soft-decisive variants
results presented in previous subsections, we can point out
that the examination of the two-block size variants is used
relatively rarely so the increase of computational time needed
for soft-decisive variants is relatively small. However, it still
benefits the bitrate and image quality.

Moreover, the soft-decisive selection between 16× 16 and
8 × 8 (PU 8 × 8) is more beneficial in terms of encoding
time reduction than checking all possibilities for CU 8 ×

8. It means the soft-decisiveness of the decision algorithm
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leads to avoiding the consideration of a time-costly CU
block with 4× 4 PUs. This explains decreasing bitrate while
maintaining the same time reduction for the BasicModel with
soft-decisive algorithm variants.

Moreover, the experiment showed that a combination of
block sizes: CU 8 × 8 with PU 4 × 4 is the most time-costly
encoding option and, if used when not needed, may lead
to worse encoding in terms of bitrate. This suggests that
the Extended model bitrate results for hard-decisive variants
of the algorithm may be caused by poor decisions for the
smallest blocks sizes. Following that, the proper selection for
smaller blocks may lower the bitrate while increasing time
reduction, so it should be overseen during training a model
(e.g. more attention than for bigger blocks) or choosing the
ANN architecture.

F. EXPLORATION EXPERIMENTS – ADDITIONALL
CONTENT AND ENCODING SCENARIO
The proposed models were prepared for the use with
HEVC technology, and for standard content, represented by
sequences described in Common Test Conditions (CTC) [39],
for All Intra configuration. The results for such conditions
have already been presented in the previous subsection. Here
we present the results of the exploration experiment, where
the proposed methods are applied in other sequences and
encoding scenarios.

At first, we show results for different types of content.
For this purpose, we have chosen sequences from classes
A1 and A2 from VVC CTC [53] and class F from HEVC
CTC [39]. Classes A1 and A2 are composed of sequences
with 4k resolution. The F class from HEVC CTC is dedicated
for Screen Content Coding [39]. In Table 8 we present
averaged result of evaluation in terms of BD-RATE and TS.
The results clearly show similar behavior of the proposed
method when changing values of the α and β coefficients.
It can also be noticed, that the Basic model performs slightly
worse on 4k sequences, but maintains good performance on
F class. Similarly, the Extended model reports similar results
for A1 and A2 sequences as in HEVC-CTC-based evaluation
presented earlier. Unfortunately, in the case of HEVC F class,
the proposed methods perform noticeably worse in terms of
bitrate increase. This may be caused by the poor decision of
ANN models on the smallest blocks (4 × 4 ) level, which
may be optimal for CTUs that contain text, which was not
subject for training of the presented ANNs, as mentioned in
Section VI-A.
To further explore the performance of the proposedmethod

we also run evaluation in Random Access (RA) and Low
Delay (LD) scenarios from HEVC CTC [39]. Results are
presented in Table 9 A) and B)

The evaluation clearly shows that models trained with
data for Intra pictures do not hold their performance when
used in Inter slices. The results for RA scenario are slightly
better than LD due to wider use of Intra slices. Still, the
usage of ANN models specifically trained for RA and LD
scenarios would be required. Despite of that, the use of ANN

TABLE 8. Mean bitrate increase (BD − RATE [%]) and time saving (TS [%])
of the proposed methods, compared with state-of-the-art averaged over
the classes A1, A2 and F of test sequences.

TABLE 9. Mean bitrate increase (BD − RATE [%]) and time saving (TS [%])
of the proposed methods, compared with state-of-the-art.

still provides noticeable benefits in terms of reduction of
computation time. Additionally, the soft-decisive decision
algorithms prove to still allow complexity-efficiency control
similarly as in AI scenario.

VIII. BROADCASTING APPLICATION SCENARIO
For the sake of assessment of the proposal in practical
broadcasting applications, we consider a common problem of
encoding/transcoding Full-HD videos (25 frames per second)
toHEVC format.We consider the usage of a computer cluster,
e.g. equipped with an Intel XEON CPU (32 logical cores).
Notably, we do not assume clusters equipped with dedicated
GPU, which would drastically impact costs.
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Encoding with the original HM software encompasses
about 13-18 seconds (depending on QP value) per single
frame, on a single i7 CPU core (Table 10). Therefore, real-
time processing (25 Frames Per Second) of a single sequence
can be attained with the use of about 309 - 447 cores,
respectively.

TABLE 10. Original HM encoding time of Full-HD sequences (JVET
sequence class B) and considered processing capabilities depending on
quantization parameter.

Let’s assume a computing cluster composed of N = 64
CPUs, so there are C = 64 · 32 = 2048 logical cores. For
high-quality (QP = 22, PSNR = 17.90dB), it is possible
asymptotically to broadcast about 4.6 video encoded, e.g.
to serve 4 users. To enable more users to connect and to
serve them with dedicated streams (while using the same
computational power), possible solution is to decrease the
quality of transcoded videos (QP increase), resulting in a
reduction of encoding time. E.g. usage of QP = 32 would
allow encoding of 5.47 streams, serving 5 users, at a cost of
quality degradation of about 3 dB.

The usage of the proposed complexity-efficiency control
allows much more efficient utilization of computational
power and dynamic load control without quality degradation.
As shown in Table 6 B), it is possible to attain 62-69%
complexity reduction. Therefore in the initial conditions
(high quality (QP = 22) with the setting of Extended Model,
β =0.45, it is possible to process 12.06 (mathematically)
streams and thus serve 12 users. When there is a need to
serve more users, the cluster can switch to the usage of
β =0.05, thus being able to process 14.78 streams and thus
serve 14 users, with negligible loss in quality/performance (1
percent point difference of BD-RATE).

IX. FUTURE WORKS
The presented research has been conducted on the basis of
HEVC, which is currently the most widespread video coding
technology [8]. However, it is foreseeable that VVC, and
subsequently the forthcoming technology (tentatively called
ECM [54], expected about 2029), will become increasingly
significant in the upcoming years. Therefore we intend to
focus our future research on adaptation of our technique to
VVC. Furthermore, the extension of the proposed method
for Inter frames is important. We underline, that presented
models and decision algorithms are the first stage of our work.
Establishing this basis is necessary in order to start working
on newer video standards. A crucial step in such research will
involve addressing the differences in the division structure of
CTUs. In HEVC this structure is described by a quaternary

tree of CUs, as outlined in Section II. In VVC, partitioning
follows the same quaternary pattern but with the addition of
the multi-type nested tree [6]. Accordingly, the VVC does
not utilize PU blocks as separate units. Instead, it transfers
prediction mode functionality to CU blocks. Additionally,
the maximum size of the CU block is increased, allowing
sizes ranging from 128× 128 to 4× 4, including rectangular
shapes [55].
To address the abovementioned differences and adapt

the proposed approach to VVC, three modifications are
necessary. Firstly, the range of possible depth values must
be expanded. The Extended model already considers blocks
of size 4 × 4 as an additional depth level, so to include
CU block of size, 128 × 128, the considered depth level
range must be extended from 5 to 6. Secondly, to properly
attribute depth level values to an area of 8 × 8 samples,
as described in Section IV-A, the division matrix size should
be doubled in each dimension. Thirdly, the decision algorithm
must be adjusted to meet the syntax requirements of
VVC.

The abovementioned modifications necessitate estimation
of Division Tensor similar to (6), but with i, j ∈ [0; 15]
and d ∈ [0; 5]. This can be achieved by changing the ANN
architecture similarly to the Extended Model. Therefore,
although the application of the proposed approach to VVC is
analogous to the case of HEVC, the experimental evaluation
would require individual implementation in the VVC codec,
which is a considerable workload beyond the scope of this
paper.

X. CONCLUSION
This work describes an original approach to CTU Partitioning
for Video Encoding, where the ANN does not produce a
unique partitioning pattern but rather provides soft outputs
that allow assessment of the probability of particular CTU
partitioning patterns. This enables the proposed decision
algorithms to select more than one candidate division
pattern from the most probable ones provided by the ANN.
The process is controlled by a single parameter, which
allows the complexity-efficiency control of the encoder
and does not interfere with the video coding standard
syntax.

Among the several approaches presented in the paper,
the newly introduced Extended Model of ANN (which
considers deep PU-level partitioning) gave the most promis-
ing results. When used together with a soft-decisive vari-
ant of the proposed Probability-based decision algorithm
(Alg-Prb), the model allows wide complexity-efficiency
control.

Altogether, it has been shown that with the proposed
approach it is possible to adjust the operating point of
the encoder between 55% complexity reduction with a
1.5% of bitrate increase, to as much as 70% complexity
reduction with a 3.5% of bitrate increase. Such a range
of control allows practical applications, where the limited
computational power of workstations (e.g. cloud-based) is
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utilized to serve dynamically changing numbers of clients
for video encoding/transcoding while maintaining the highest
attainable encoding efficiency.

Another feature of the proposed method is that the utiliza-
tion of decision algorithms together with ANNs enables the
usage of competitively small ANN models. The main goal of
themethod, suited also for video surveillance, is the reduction
of encoder complexity while maintaining the compression
rate. In such application, the proposed method stands out as
the best performing and easiest to control.

It is also worth mentioning that the proposed approach
can be prospectively applied in VVC, which is considered in
Section IX and will be the subject of our future works.

For reproductivity and better comparability of our work,
we share our software that has been used to produce the
results presented in this paper. The source code with models
of presented ANNs can be downloaded from the following
website: http://multimedia.edu.pl/HEVC-EVICAD.
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